Rehabilitating equivalent mutants as static anomaly detectors in software artifacts
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Abstract—In mutation analysis a mutant is said equivalent if it
leaves the semantics of the program or the model unchanged.
Equivalent mutants are usually seen as an inconvenience; for
example, in software testing they cannot be detected by a test
and, therefore, they fictitiously reduce the mutation score of
a test suite. In this paper, instead, equivalent mutants are
seen as an opportunity, since they can be used to find some
static anomalies of software artifacts, i.e., anomalies that can be
removed without affecting the artifact semantics. The proposal
is applicable to different kinds of software artifacts as source
code, Boolean expressions, and feature models.

1. Introduction

Mutation analysis has a long history and has been ap-
plied to several areas of software engineering [19], mainly
to mutation testing [28]. In mutation testing, faults are
artificially introduced in the code under test and test cases
are used to detect (or kill) those faults (mutants). Good tests
can kill all the injected faults in the program or at least most
of them: a test suite has a mutation score equal to the portion
of mutants it can kill. Other approaches can be used to kill
mutants, and mutation analysis can be applied also to other
artifacts, not only to program code. For instance, in [2] we
used mutation analysis in order to assess the quality of a
static quality process for specifications of the NuSMV model
checker. In all these cases, the main goal is to kill as many
mutants as possible. However, some mutants are impossible
to kill: a mutant is said equivalent if it leaves the semantics
of the program (or model) unchanged. Equivalent mutants
are seen as an inconvenience and the equivalent mutant
problem is considered one of the main causes why mutation
testing is seldom used in practice [32], [28]. For instance, in
software testing they cannot be detected by a test and thus
they reduce the quality index (mutation score) of a test suite
without a real justification. In test generation, equivalent
mutants pose a challenge: they consume resources without
producing any useful test. For these reasons, several attempts
try to eliminate them (e.g., by filtering), or to automatically
find and avoid them [24], [15].
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In this paper, we argue that mutation analysis can be ex-
tended in order to find other defects (anomalies) in software
artifacts. The approach we propose leads to a rehabilitation
of equivalent mutants, which are given a new ability to de-
tect several types of anomalies. Equivalent mutants are seen,
therefore, as an opportunity, and the long time experience in
finding them can be reused in order to discover anomalies.

We define a certain type of anomalies, that we call static,
in terms of equivalent mutants. We show that if, given an
artifact A and a quality of A (like readability, efficiency and,
so on), we are able to produce an equivalent mutant with
better quality than A, then A contains a static anomaly that
should be removed. We show that this concept applies to
several types of artifacts, for several families of anomalies,
and for several types of mutation operators.

Due to space limitation, we assume the reader to be
familiar with the concepts of mutation operator, mutation
analysis, and equivalent mutants [19].

Sect. 2 introduces the concept of static anomalies and
a technique, exploiting equivalent mutants, for discovering
them; we show that mutation operators can work as anomaly
detectors. Sect. 3 shows the application of the technique to
different software artifacts. Sect. 4 presents some threats to
the validity of our proposal, and outlines future research
directions. Sect. 5 concludes the paper.

2. Detecting Static Anomalies

Software anomalies are defined in the IEEE standard!
as follows:

Any condition that deviates from the expected based on
requirements specifications, design documents, user docu-
ments, standards, etc. or from someone’s perceptions or
experiences. Anomalies may be found during, but not limited
to, the review, test, analysis, compilation, or use of software
products or applicable documentation.

According to the standard, each artifact should have
some quality attributes (like readability, compactness, ef-
ficiency, correctness, etc.) and an anomaly is any deviation
in terms of the expected (quality) attributes. For example,
faults represent deviations w.r.t. the expected behavior; dead
code is a deviation w.r.t. compactness.

1. IEEE Standard Classification for Software Anomalies (1044-2009)



In this paper, we focus on static anomalies, i.e., anoma-
lies that can be removed without changing the “meaning”
of the artifact. Static anomalies regard the artifacts structure
and they relate to qualities that may be statically measured.

2.1. Using mutation to detect static anomalies

We first define the concept of static anomaly in terms of
equivalence and quality of artifacts.

We assume that one can define a quality ¢ over artifacts
and that ¢ induces a partial order (of better quality) >,
among all the artifacts, i.e., an artifact may be better than
another in terms of a certain quality g. Whenever possible,
we will define ¢ as a real-valued function over the consid-
ered artifacts, such that ¢ induces a total order.

Moreover, we assume that it is possible to check equiv-
alence among artifacts. Intuitively, two artifacts are equiva-
lent if they have the same meaning. The exact definition of
equivalence depends on the type of artifacts.

Given a certain quality g, an artifact may contain a static
anomaly in terms of ¢ if the following condition holds:

Definition 1 (Static anomaly). Given an artifact A and
its mutation A', if A" is equivalent to A but A" >, A,
then A contains a static anomaly. The static anomaly is the
difference between A’ and A.

Def. 1 gives the foundation of a methodology for defin-
ing, finding, and possibly removing static anomalies. Having
in mind a software quality, we argue that it is possible to find
a mutation operator that detects the static anomaly regarding
that quality. Normally the designer starts with a precise static
anomaly and the related quality ¢ in mind. Then, he/she tries
to find or define a suitable mutation operator. Moreover,
a way for checking equivalence between artifacts and for
comparing their quality must be devised. At this point, given
an artifact A, the designer can build a mutation A’, check
the equivalence, and compare the quality. If A is equivalent
to A’ and A’ is better than A in terms of ¢, then a static
anomaly has been found. Mutation operators are also able
to remove the found anomaly: the mutant A’ has no longer
the detected anomaly in it.

We propose to use mutation operators as anomaly detec-
tors. However, not all the mutation operators are anomaly
detectors: those that never produce an equivalent mutant
with better quality are not.

Some mutation operators always increase a given qual-
ity, but the produced mutant may be non-equivalent, and,
therefore, only the equivalence must be checked.

Example 1. Let us consider the Statement Deletion mu-
tation operator (SDL) [13], removing a statement in a pro-
gram, and the quality compactness, defined as 1/#statements.
Applying SDL to a program always increases the program
compactnesses. If the removal of a statement from a program
originates an equivalent program, then the original program
contains a static anomaly (a useless statement). However, if
the removed instruction is live code that affects the program
state, the mutant is non-equivalent.

Other mutation operators, instead, always produce equiv-
alent mutants, but they may decrease the quality under con-
sideration, and, therefore, only the quality must be checked.

Example 2. The rename refactoring renames vari-
ables/methods/classes/... names. Such refactoring always
produces equivalent mutants and, with respect to the read-
ability quality, may either increase or decrease the readabil-
ity of an artifact. If the readability increases, the original
artifact contains a static anomaly (low readability).

In the worst case, the mutation operator may both de-
crease the quality and produce a non-equivalent mutant,
and, therefore, both the equivalence and the quality must
be checked.

Example 3. Instruction reordering, i.e., swapping the order
of two instructions A and B, may produce an equivalent
mutant (if the two instructions are independent) and improve
the readability (if B refers to the code preceding A and
A does not) or the efficiency. If a swapping produces an
equivalent mutant with better readability, then the original
artifact contains a static anomaly (low readability).

3. Static anomalies in software artifacts

To argument our thesis that equivalent mutants may in-
dicate the presence of static anomalies, we provide different
classes of artifacts having specific quality measures and
mutation operators.

3.1. Source code

The first type of artifacts we consider are programs. We
report in this section several static anomalies for source code
using Java, although we believe that most of them can occur
in the majority of the programming languages.

Mutation operators. For our purposes, we consider ROR

(one of the five classical operators) and we introduce three

more operators:

ROR Relational Operator Replacement: It replaces a rela-
tional operator with a different one.

SDL Statement Deletion operator [13]: It removes an entire
statement from the program.

RNM Rename operator: It renames a variable/method.

ICM Inline Constant Mutator: It mutates inline constants.
An inline constant is a literal value assigned to a non-
final variable.

Equivalence. Equivalent mutants for source code leave the
program’s overall semantics unchanged [14]. Finding them
is particularly difficult, also because they cannot be caught
by any test suite and their number can be high. In [30],
the authors found that about 45% of all undetected mutants
turned out to be equivalent and being able to find them by
hand was very time consuming. There are several attempts
to automatize the solution of this problem. For instance,
in [25], the authors introduce a tool that uses constraint



final boolean bDebug = false; | | public int m(int b) {

public void method() { int a;
if (bDebug) { a=2;
// do something a=b;

} return a;

} }
Code 1: Unreachable code

Code 2: Useless code

solving for proving the equivalence. A similar approach is
presented in [27]. Other authors use program slicing for
solving the equivalent mutant problem [18] or data flow
analysis and compiler optimizations [26]. Another technique
to detect (non-)equivalent mutants, based on state infection
conditions, is presented in [20]. In [31], the authors show
that Bayesian Learning used in Artificial Intelligence can
help the tester to determine the equivalent mutants. In [22],
second order mutation is exploited for the same goal. For a
complete review of exiting techniques for detecting equiva-
lent mutants we remind to [23].

3.1.1. Source code static anomalies.

Dead code. One static anomaly that can be easily detected
is the dead code. Dead code is code that either is never
executed (unreachable code) or it is executed but its effects
are never used in any other computation (useless code).
Removing dead code improves the quality compactness of
the code (without changing the code behavior): it is more
compact, more easily maintainable and more suitable for
mobile applications. Indeed, in recent years there has been
an increasing trend toward the incorporation of computers
into a variety of devices where the amount of available
memory is limited. This makes desirable trying to reduce
the size of applications where possible [11]. The mutation
operator SDL can remove dead code: If the code without
a statement is equivalent, then it contains fewer lines of
code and, therefore, is more compact. Note that SDL. may
remove side-effect free statements, like logging; in this case,
the compactness quality would improve, but other qualities
like maintainability would decrease.

Codes 1 and 2 contain dead code: the code inside the
conditional statement of Code 1 is never executed, while the
first assignment in Code 2 has no visible effects. Applying
the SDL mutation operator to the first assignment of Code 2
removes the static anomaly, since it produces an equivalent
mutant which is more compact. We checked the previous
two codes with two static analysis tools, namely Find-
Bugs and PMD. FindBugs does not detect either anomalies,
whereas PMD is able to detect the anomaly in Code 2, clas-
sifying it as DD-Anomaly (i.e., a recently defined variable
is redefined). Note that code review would easily find both
anomalies, but it would require human effort.

Poor readability. Another quality aspect is code readability:
it measures how much a text is readable (by a human). The
readability of a program is important for its maintainability,

public int max(int[] val) {
intr =0;
for(int i = [0 | i < val.length; i++) // use 1 instead
if (val[i] val[r]) // use > instead
r=i;
return vall[r];

Code 3: Inefficient code

and is thus a key factor in overall software quality. Aggarwal
et al. claim that source code readability and documenta-
tion readability are both critical to the maintainability of
a project [1]. Other researchers have noted that the act of
reading code is the most time-consuming component of all
maintenance activities [12].

Refactoring mutation operators rename variables names,
introduce constants, identify a part of code and extract
a method or a sub-program for it, etc. They all produce
equivalent mutants (by definition) and, if properly used, they
can augment the code readability.

Inefficient code. Sometimes a code does not contain dead
code, but nevertheless it can be modified in order to improve
its efficiency (in terms of average number of executed state-
ments). For instance, Code 3 could be modified as shown
in the comments and the code would be equally functional
but more efficient. In this case, as mutation operators we
could use ROR and ICM. Note that both ROR and ICM may
produce non-equivalent mutants and weaken the efficiency.

3.2. Boolean expressions

Boolean expressions are those involving Boolean opera-
tors like AND, OR, and NOT (denoted by A, V, —). Boolean
expressions frequently occur in complex conditions under
which some program code is executed or a specification
action is performed. They are frequently used to provide
semantics to other formalisms (like feature models [7]).
Boolean inputs are explicitly found in models of digital
logic circuits: in these cases, the extraction of Boolean
expressions is rather straightforward. More often, Boolean
inputs derive from abstraction techniques that consist in
replacing complex formulae with Boolean predicates. These
techniques can be applied to high level specifications in
which complex conditions about the state are replaced with
atomic predicates. Similar abstraction techniques can be ap-
plied to source code, for instance, in order to obtain Boolean
programs [6]. We follow the definitions and notations used
in [21]: the symbols x1, x2, etc. are referred to as variables,
and an occurrence of a variable in a formula is referred to as
a condition. For example, the formula x; A z2 V 21 contains
two variables (z1 and z5) and three conditions (two x1’s
and one x3). Often there are some constraints among the
variables of a Boolean expression.




Mutation operators. There are 10 classical mutation oper-
ators (also known as fault classes) for Boolean expressions.
The hierarchy of these operators has been studied by [21]
and by [29], and was later corrected by [10]. For our
purposes, we only introduce two of them (and we use the
same Boolean expression ¢ : 1 V -y to explain them):

MVF Missing Variable Fault: An occurrence of a condition
is omitted in the expression. For example, (z; is an
MVF mutation of .

SAO0/SA1 Stuck-At-0/1 Fault: An occurrence of a condition
is replaced by false/true in the expression. For
example, z1V true is a SA1 mutation of .

Equivalence. Two Boolean expressions are equivalent if
they assume the same truth values for the same input values.
Given a boolean expression ¢ with the constraints I, a
mutation ¢’ is equivalent to ¢ if I' = ¢ > ¢'. Checking
equivalence of two Boolean expressions is straightforward
by using a SAT (or an SMT) solver.

3.2.1. Boolean expressions static anomalies.

Redundant condition. Some conditions (i.e., occurrences
of a variable) in a Boolean expression may be completely
redundant, with the effect of making the expression more
difficult to read and to solve. Redundant conditions are those
that can be removed without changing the semantics of
the expression. As quality, we consider the simplicity of
a Boolean expression, defined as 1/#-conditions. Redundant
conditions can be discovered and removed by the mutation
operator MVF. Applying the MVF operator always increases
the simplicity, but it may produce non-equivalent mutants.
Let us consider the expression ¢ : x < 10Ax < 5 where
x is an integer variable. ¢ can be abstracted in the Boolean
specification a A b where a stands for x < 10 and b stands
for x < 5. Between a and b there is the constraint b — a. If
we apply MVF to the condition x < 10 of ¢, we obtain the
equivalent expression ¢’ : x < 5 having a greater simplicity.

Fixed-value expression. A non-constant expression sup-
posedly changes its value by changing the value of the
inputs. A fixed-value (but not constant) expression is, on
the contrary, an expression that always takes a fixed value
(either true or false). As quality, we consider the coverability
that measures how it is difficult to cover the input space
of the expression under test. Coverability can roughly be
defined as 1/2" where n is the number of conditions. Fixed-
value expressions can be detected by the SAO/SA1 mutation
operators. The application of SAQ and SA1 requires to check
the equivalence but not the quality, since the coverability is
always increased by SAO/SAL.

Let us consider the following Java Boolean expression
x <= Integer.MAX_VALUE where x is an Integer variable.
Applying SA1 to the expression produces an equivalent
mutant with a better coverability (from 1/2! to 1/2°).

Optional Excludes

T T3

Alternative Root

T

Table 1: Feature models standard notation

Mandatory Requires

3.3. Feature models

In software product line (SPL) engineering, feature mod-
els (FMs) are a special type of information model represent-
ing all possible products of a SPL in terms of features and
relations among them. Specifically, a basic feature model is
a hierarchically arranged set of features, where each parent-
child relation between them is one of the following types
(each having a graphical notation as shown in Table 1):

e Or: At least one of the sub-features must be selected
if the parent is selected.

o Alternative (xor): Exactly one of the sub-features must
be selected whenever the parent feature is selected.

e And: If the relation between a feature and its sub-
features is neither an Or nor an Alternative, it is called
And. Each child of an And must be either:

— Mandatory: Child feature is required, i.e., it is se-

lected when its respective parent feature is selected.

— Optional: Child feature is optional, i.e., it may or

may not be selected if its parent feature is selected.

In addition to the parental relations, it is possible to add con-

straints, i.e., cross-tree relations that specify incompatibility
between features:

o A requires B: The selection of feature A in a product
implies the selection of feature B.

o A excludes B: A and B cannot be part of the same
product.

A configuration of a feature model M is a subset of the
features in M that must include the root. A configuration
is valid if it respects all the parental relations and the
constraints. A valid configuration is called a product, since
it represents a possible instance of the feature model.

Feature models semantics can be rather simply expressed
by using propositional logic [7], [8]. Every feature becomes
a propositional letter, and every relation among features
becomes a propositional formula modeling the constraints
about them. Given a feature model M, we identify with
BOF(M) its representation as propositional formula.

Mutation operators. Mutation analysis has been applied to

feature models in [16], [17]. In [4], we devised several fault

classes and corresponding mutation operators for feature

models. In this paper, those used to discover anomalies are:

OTM Optional To Mandatory: An optional relation is
changed to mandatory.



(a) Dead feature (b) Redundant constraint (c) False optional

Figure 1: Feature models anomalies (in gray)

MF Missing Feature: A feature f (except the root) is re-
moved and it is replaced by its sub-features which
inherit the same relation f had with its parent. f is
replaced by false in any constraint containing it.

MC Missing Constraint: A constraint is removed.

Equivalence. Two feature models are equivalent if they
describe the same set of products. A technique for equivalent
mutants detection that uses an SMT-solver is described
in [4]; it consists in representing a feature model M and
one of its mutants M’ as propositional formulae BOF(M)
and BOF(M’) and checking their equivalence.

3.3.1. FMs static anomalies.

Dead feature. A feature is dead if it is not present in any
product of the FM. As quality measure we adopt liveness,
defined as (#Fs—#DFs)/ups, where #DFs is the number
of dead features and #Fs is the number of features. The
higher the liveness, the fewer dead features are contained in
the FM. We can detect dead features by using the mutant
operator MF. Applying MF can diminish the liveness and
can produce a non-equivalent mutant when the removed
feature is not dead. However, if the removed feature is dead,
then the mutant is equivalent and it has a better liveness?. In
Fig. la, feature D is dead, because it can never be selected
in any program: removing it from the FM does not modify
the set of products but increases the liveness from 45 to 1.

Redundant constraint. A constraint is redundant when it
does not introduce any further restriction or information to
the FM. Redundant constraints make the FM more difficult
to understand and introduce useless relations between fea-
tures. We adopt cyclomatic simplicity as quality measure,
which can be defined as the inverse of the cyclomatic
complexity (CC) [5]. CC is the number of distinct cycles
and hence it is equivalent to the number of constraints.
We can detect redundant constraints using the mutation
operator MC; applying MC always increases the quality,
but it may produce non-equivalent mutants: removing one
constraint increases the cyclomatic simplicity and, if the
mutant is equivalent, the removed constraint is redundant.
In Fig. 1b, the requires constraint between D and C is
redundant because it is implied by the requires constraint
between B and C, and, therefore, it can be safely removed.

2. Even if we do not know the initial number of dead features # DF's,
we are sure that removing a dead feature increases the value of liveness
from (#Fs—#DFs)/yFs to (#Fs—#DFs)/(#Fs—1).

False optional. A feature is a false optional if it is marked
as optional but it is present in all the products of the FM
(i.e., it behaves like mandatory). As quality measure, we
adopt solvability, roughly estimated as #MANs/urs where
#MANs is the number of mandatory features. An FM with
high solvability can be easily solved, i.e., a product can be
easily found, since the condition to add a mandatory feature
F' in a product is simply the presence of Fs parent in the
product. Applying OTM always increases the solvability, but
it may produce non-equivalent mutants. In Fig. 1c, feature
D is a false optional because it is selected in all products;
turning D to mandatory produces an equivalent mutant with
better solvability. Note that removing the anomaly makes the
requires constraint between B and D redundant. Indeed, re-
moving a static anomaly may expose another static anomaly.
In this case, the introduced redundant constraint can be
removed as well, without introducing another anomaly.

4. Threats to validity

Our approach is subject to some threats to validity.

First, removing a static anomaly is not always the right
choice, since it may be due to a different anomaly. For
instance, a feature in an FM is dead because the model is
over-constrained: removing it may be not the right solution.
In this case, the mutation operator should be used only as
detector but not as remover.

Removing a static anomaly can introduce another static
anomaly, as in Sect. 3.3.1 for false optionals; in that case, the
introduced anomaly can be removed without reintroducing
the original anomaly. However, sometimes two qualities may
be in conflict, like readability and compactness. In this case,
the user should choose which quality is more important.

Equivalence checking may be hard to execute and it
may be not automatable. For instance, checking equivalence
of source code is in general an undecidable problem (but
also checking for an anomaly is undecidable) and, because
it is difficult to automate, a time-consuming activity [14].
However, in particular cases, incomplete techniques can be
devised (see Sect. 3.1): they do not guarantee to prove equiv-
alence, but they can be used in practice. They can be ex-
ploited to find anomalies without false positives. Moreover,
for some formal notations (like feature models), equivalence
checking is feasible by using tools like SAT/SMT solvers.

Finally, quality may be not formally defined and its
measurement may require some human intervention. For
instance, readability in general can be judged only by human
experts, although some proposals exist to automatize its
measurement [9]. Our approach is suitable when the quality
between two artifacts can be easily compared.

We cannot exclude that some static anomalies for some
artifacts may be not detectable or very difficult to detect by
the proposed technique. However, we have shown that our
proposal applies to several types of anomalies/qualities and
a wide variety of artifacts. We plan to investigate other types
of anomalies and artifacts and to see if our approach is still
viable. We have already performed some initial experiments
with other classes of artifacts. We have started to investigate



anomalies in the context of formal verification (e.g., anoma-
lies for specifications of the NuSMV model checker [2]),
and defects of combinatorial testing models [3].

5. Conclusions

Equivalent mutants are usually seen as a drawback in
mutation analysis. In this paper, we have shown that they
can also be seen as an opportunity, since they may be
used to discover static anomalies of software artifacts, i.e.,
anomalies that can be removed without affecting the artifact
semantics. We have shown that our proposal is applicable to
different kinds of software artifacts as, for example, source
code, Boolean expressions, and feature models.
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