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The bourgeoning industry of intelligent autonomous systems (IASs) 

presents numerous opportunities for cost-efficient automation. 

IASs also pose many challenges, including adapting to and 

overcoming uncertain situations they are likely to encounter. 

Modern systems, such as 
cooperative robotic sys-
tems, mobile computing 
systems, unmanned aerial 

vehicles, and financial systems, are 
becoming distributed, ubiquitous, and 
systems of systems composed of auton-
omous entities. They have to operate in 
highly dynamic and volatile environ-
ments where physical infrastructure, 
social and societal context, network 
topologies, and workloads are continu-
ously fluctuating. Consequently, intel-
ligent and autonomous software-inten-
sive behaviors become indispensable 
characteristics of such systems.

Intelligent autonomous systems 
(IASs)1 are composed of communicat-
ing autonomous components whose 
behavior may be volatile, that is, com-
ponents may brea k down, become 
unavailable due to network problems, 
or change their behavior (examples 
of IASs are shown in Figure 1). Conse-
quently, the system has to be intelli-
gent enough to recognize the faulty 
behavior, adapt itself to new arising 
situations if possible, and return to its 
original processing in case the cause of 
the problem has been removed. Thus, 
monitoring the system’s environment 
and adapting its behavior to critical sit-
uations are other defining character-
istics of IASs. Apart from being aware 
of their capabilities and limitations, 
IASs are also capable of reasoning over 
a diverse body of knowledge. The core 
of IASs is software shaping the behav-
ior of related industries, and the recent 
advances in the areas of artificial intel-
ligence, machine learning, and deep 
learning provide IASs with further 
improved robustness and flexibility.

According to some of the world’s lead-
ing advisers on business strategy, for 
example, McKinsey,2 Boston Consult-
ing Group,3 and Roland Berger,4 bil-
lions of dollars will be spent worldwide 
on IASs in years to come, and software 
will be the linchpin. In the future, using 
software enhanced through machine 
vision, motion sensors, image and voice 
recognition, and artificial intelligence, 
IASs will be able to handle increasingly 
intelligent work, including interacting 
with and continuously learning from 
their environment and especially from 
people. Although these estimates pro-
vide a glimpse of the potential of such 
systems, they also show many chal-
lenges that may take longer to surmount 
than the enthusiastic early projections 

suggest. Some of those challenges are 
the following:

›› Safety and security assurance: 
Classical safety and security 
assurance is usually performed 
during the design and devel-
opment phases. However, the 
evolving nature of IASs renders 
design-time safety and secu-
rity assurance infeasible and 
calls for approaches supporting 
continuous on-the-fly safety and 
security considerations.5,6

›› Modern design and development 
strategies: IASs need to be able 
to adapt and reconfigure at run-
time to handle environmental 
changes, recover from faults, 

FIGURE 1. Examples of IASs. (a) Autonomous vehicles (source: Julien Tromeur, Pixabay), 
(b) a rover (source: David Mark, Pixabay), (c) a drone (source: Jan Alexander, Pixabay), and 
(d) the Internet of Things (source: jeferrb, Pixabay). 
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and so forth. Moreover, IASs 
are usually distributed, and the 
decision process is decentral-
ized over different components. 
The traditional architectural 
and development strategies are 
not suitable for these kinds of 
systems anymore, and more 
modern/futuristic development 
practices are needed.

›› Dealing with uncertainties: At 
runtime, IASs must be able to 
deal with unknown situations 
and possibly adapt to them. This 
requires the use of specification 
formalisms, such as state-based 
formal methods,7 providing 
guarantees for behavioral 
correctness and the ability to 
capture or adapt to unknown 
situations, and the proper learn-
ing of resynthesis methods.

›› Timeliness: At runtime, IASs must 
be able to monitor the environment 
and react in a timely manner. To 
this end, efficient techniques for 
runtime monitoring and online 
data processing are needed.

IN THIS ISSUE
For this issue, we received 11 submis-
sions from around the globe. After 
thorough and stringent reviews, we 
selected six articles that provide rel-
evant contributions to the topics cov-
ered in this issue.

In “Computational Intelligence for  
the Safety Assurance of Cooperative 
Systems of Systems” Kabir  and Pap-
adopoulos tackle the problem of pro-
viding, during operation, continuous 
safety assurance of autonomous sys-
tems composed of multiple indepen-
dent subsystems that connect and 
cooperate dynamically at runtime. The 
authors propose a framework in which 
different intelligent agents observe 

and enforce the dependability of the 
individual subsystems. Each agent can 
make mitigation actions on its respec-
tive monitored subsystem and share 
information with other agents to coop-
erate, ensuring the safety of the whole 
system. The authors demonstrate the 
proposed approach on an autonomous 
production cell system.

Asaadi et al. propose using assur-
ance cases for ensuring the trust of 
autonomous systems that depend on 
machine learning components capable 
of changing over time, either because 
of continuous learning or retraining 
in “Dynamic Assurance Cases: A Path-
way to Trusted Autonomy.” However, 
classical assurance cases are usually 

assessed offline before system develop-
ment; as such, they are not suitable to 
handle the dynamic nature of autono-
mous systems. Therefore, the authors 
propose dynamic assurance cases as 
the combination of static assurance 
artifacts and assurance measures that 
provide quantitative values to estimate 
the confidence in the satisfaction of 
the assurance property. The approach 
is evaluated on an unmanned aircraft 
system embedding a generic autono-
mous taxiing capability.

In “Architectural Solutions for 
Self-Adaptive Systems,” Garcés et al.  
tackle the problem of designing a 
self-adaptive system that can, at run-
time, reconfigure its architecture to 
ad apt to env i ron ment a l cha nges, 

internal faults, unexpected behaviors, 
and so on. Designing such systems is 
particularly challenging and usually, 
a typical solution cannot be reused 
in different contexts. The article pro-
poses four domain-independent solu-
tions that should guide and facilitate 
the design of self-adaptive systems. 
The approach is demonstrated on the 
design of a river monitoring system.

Christie et al. consider Internet of 
Things (IoT) applications that involve 
different autonomous parties coop-
erating to achieve their goals in “Pro-
tocols Over Things: A Decentralized 
Programming Model for the Internet 
of Things.” In such applications, there 
are multiple loci of control distributed 

across different components. Main 
programming models are not suit-
able for this kind of system as they 
mainly support a single locus of con-
trol. Therefore, the article proposes a 
programming model, Protocols Over 
Things, that supports both distribu-
tion and decentralization.

In “Controller Resynthesis for a Mul-
tirobot System When Changes Happen,” 
Shi et al. tackle the problem of resynthe-
sizing multirobot systems at runtime 
when some unexpected environmental 
change occurs; such runtime resynthe-
sis is needed for systems that cannot be 
halted for redeployment. The authors 
show how the specification must be 
evolved enough to consider the environ-
mental change (for example, sensors or 

AT RUNTIME, IASs MUST BE ABLE TO 
MONITOR THE ENVIRONMENT AND 

REACT IN A TIMELY MANNER.
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actuators that are no longer available) 
and propose a two-step controller syn-
thesis method that attempts to synthesize 
a controller, satisfying the evolved spec-
ification as much as possible.

In “Real-Time Object Processing 
and Routing for Intelligent Drones: 
A Novel Approach,” Sarkar et al. con-
sider the problem of object processing 
and routing for unmanned aerial vehi-
cles (UAVs) in which a route for a UAV 
must be generated that covers all of the 
objects under consideration with mini-
mal cost. The authors propose a frame-
work in which the UAV uses a camera 
for top-view imaging and an object-rec-
ognition algorithm to determine the 
image coordinates of object locations. 
The framework then maps image coor-
dinates to real-world locations and 
calculates the shortest route between 
the coordinates of detected objects. 
The framework is experimented on a 
parking lot scenario. 
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