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ABSTRACT
Software Product Lines (SPLs) are used for representing a variety

of highly configurable systems or families of systems. They are

commonly represented by feature models (FMs). Starting from FMs,

configurations, used as test cases, can be generated to identify the

products of interest for further activities. As the other types of

software, SPLs and their FMs may evolve due to changing require-

ments or bug-fixing. However, no guidance is usually given on

what to do with derived configurations when an FM evolves. The

common approach is based on generating all configurations from

scratch, which is not optimal since a greater effort is required for

concretizing the new tests, and some of the old ones may be still

applicable.

In this paper, we present the use of a technique for generating

combinatorial tests for evolving feature models: this technique in-

crementally builds the new combinatorial configuration set starting

from the one generated from the previous model. Furthermore,

we present a novel definition of dissimilarity among configuration

sets that can be used to evaluate how much an evolved test suite

differs from the previous one and thus allows evaluating the effort

required for adapting old test cases to the new ones.

Our experiments confirm that using the proposed technique, in

general, leads to lower dissimilarity and test suite size w.r.t. the

generation of tests from scratch.

CCS CONCEPTS
• Software and its engineering→ Software verification and
validation; Feature interaction.
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1 INTRODUCTION
Software Product Lines (SPLs) are increasingly used in practice for

representing systems having some common aspects and variability

parameters. In an SPL, the different members of a family of similar

software products are explicitly distinguished by means of their

features. A feature is defined as a user-visible aspect or charac-

teristic of a software system [1]. Features in a product line have

different relations that can be described compactly by means of

Feature Models (FMs). Product samples, to be used as tests, can be

derived from FMs by using several criteria [2, 3] and they are used

for testing actual products of the SPL [4]. In the following, we will

use simply the terms test to refer to a configuration sample and test
suite to indicate a set of possible product configurations generated
from a given FM. In this work, we focus on combinatorial testing

criteria which is one of the most used criteria [2].

Establishing an SPL is generally considered a long-term invest-

ment since it can be complex to represent all the products of interest.

During their lifetime, FMs can evolve, with the introduction or re-

moval of features or the change of constraints among them, in order

to meet ever-changing requirements [5]. Existing research mostly

focuses on techniques and case studies regarding the evolution of

variability models alone [5–8], while little attention has been given

to the coevolution of the test suites, which are an important asset

of the SPL. The evolution of tests is normally tackled for code [9],

where the information available in existing test cases is used and,

through a set of heuristics, they are repaired and adapted to the

evolved software. However, the evolution can involve models of

the systems, from which tests have been derived. It is recognized

that an open problem in model-based testing is what to do with

the derived test cases when a system model evolves because some

faults are found or new requirements are set by the users.

Testing techniques for FMs do not consider their history and the

evolution in SPLs [2]. When a model is modified, a new configura-

tion set is generated from the new model, and the testing activity

restarts. We call this basic technique Generation From Scratch (GFS).

This approach has two main drawbacks:

(1) the generation itself may be time-consuming, since every

time a new complete test suite is generated;

(2) existing tests are discarded together with all what is attached

to them.

While the former problem may require only some additional com-

putation time (although the test generation itself may require some

human intervention as well), the latter can increase the cost of

testing activities significantly. Indeed, there are generally other

artifacts linked to existing configuration sets. For instance, test

suites are commonly translated into concrete tests and then used
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to build actual products and/or perform real experiments and these

activities can come with higher costs. All the activities performed

so far on the existing feature model risk being lost, if the test suite

is completely discarded and a new one is generated. For this reason,

we first contribute by devising a technique, called Generation From

Existing tests (GFE), supported by a tool, that is able to reuse an

existing test suite, by repairing existing tests or their parts, and to

extend it only by those tests that are really required by the new

feature model.

GFS and GFE can be compared in terms of the number of tests

and time required to generate the tests, which give a first approxi-

mate measure of the effort required to update the testing activities

related to the evolution of the model. However, we are interested

in introducing a measure of how much the new test suite differs

from the old one. The idea behind this endeavor is that if the final

test suite built for the evolved model obtained by evolution is very

dissimilar to the original one, then a great effort will be required

to perform test concretization. On the contrary, if the evolved test

suite is very similar (even equal) to the original one, then the effort

to reuse the existing tests will be minimal. Hence, the second con-

tribution of this paper is the formal definition of the dissimilarity
among test suites and the introduction of a simple greedy algorithm

which computes it.

The experiments we have carried out, confirm that using GFE

instead of GFS, in general, leads to lower test suites size and dissim-

ilarity, but for big models can require some extra time.

The paper is structured as follows. Section 2 presents the back-

ground on FMs and on the GFS technique used to generate tests

from them. Section 3 introduces the GFE technique and the tool

which we have extended in order to support it. Section 4 reports the

measures used to compare the test generation strategies and the

novel concept of dissimilarity. Then, in Section 5 we report the ex-

periments carried out in order to evaluate the proposed techniques,

and in Section 6 we discuss possible threats to validity. Finally,

Section 7 presents related work on FMs and tests evolution, while

Section 8 concludes the paper.

2 BACKGROUND
SPL and Feature models. In software product line engineering,

feature models [10, 11] are a special type of information model

representing all possible products of an SPL in terms of features

and relations among them. Specifically, a feature model FM is a

hierarchically arranged set of features 𝐹 , where each parent-child

relation between them is a constraint of one of the following types:

• Or : at least one of the sub-features must be selected if the parent

is selected. • Alternative (xor): exactly one of the children must

be selected whenever the parent feature is selected. • And: if the
relation between a feature and its children is neither an Or nor an
Alternative, it is called and. Each child of an and must be either:

– Mandatory: the child feature is selected whenever its respective

parent feature is selected. – Optional: the child feature may or may

not be selected if its parent feature is selected.

Only one feature in 𝐹 , which is the root of FM , has no parent and

it is selected in every product. In addition to parental relations, it

is possible to add cross-tree constraints, i.e., relations that cross-cut
hierarchy dependencies. Simple cross-tree constraints are:

root

CBA

A or B

(a) Initial feature model FM

root

CB

A

D

(b) Evolved feature model FM′

Figure 1: Example of a feature model evolution

• A requires B: the selection of a feature A in a product implies

the selection of feature B. We also indicate it as 𝐴→ 𝐵.

• A excludes B: A and B cannot be part of the same product.

We also indicate it as 𝐴→ ¬𝐵.
In this work, we allow feature models to contain complex cross-

tree constraints (i.e., given by general propositional formulas).

A feature model can contain dead features, i.e., those that cannot

be selected, and core features, i.e., those mandatory in every valid

product, like the root.
An example of feature model is shown in Figure 1a. It has 4

features: one is the root (root), one is mandatory (C) while the other
two (A and B) are optional. Moreover, it contains the constraint

A or B which requires at least one of the specified features to be

selected in every valid product. In that example, root and C are core

features.

2.1 Feature model evolution
SPLs and their feature models evolve over time [5]. Features can

be added, removed, moved, and constraints modified. Each change,

however small, is likely to change the set of legal feature combi-

nations: certain configurations can be no longer valid, and others

could become valid instead.

Consider the featuremodel shown in Figure 1a, which is modified

as shown in Figure 1b by moving the feature A as a sub-feature

of C, removing the mandatory constraint on the C feature, by

removing the cross-tree constraint, and by adding the mandatory

D feature. While in the original FM all the configurations without

C are not admissible, in the new model FM′, such configurations

may represent valid products. Moreover, D is not present in any of

the valid configurations for the original FM , while it must be added

in all valid products of FM′.

2.2 Test suites for Feature Models
When working with a feature model 𝐹𝑀 , each (abstract) test speci-

fies which features of 𝐹𝑀 are selected and which are not. Since the

feature set can evolve, we want to distinguish when a test does not

select a feature by choice (so the product identified by that test will

have that feature unselected) or because simply that feature does

not exist. We will use a test 𝑡 as a function that returns the status

of a feature 𝑓 in 𝑡

𝑡 (𝑓 ) =

⊤ if 𝑓 is selected in t

⊥ if 𝑓 is not selected in t

_ if 𝑓 does not exist in the feature model
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Table 1: Example of a test suite for FM and one for FM′. The
meaning of 𝑡� and 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 will be presented in Section 4

A B C D A B C D 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡𝑖 , 𝑡 ′𝑖 )
TS for FM TS′ for FM′

𝑡1 ⊥ ⊤ ⊤ _ 𝑡 ′
1
⊥ ⊥ ⊤ ⊤ 2

𝑡2 ⊤ ⊥ ⊤ _ 𝑡 ′
2
⊤ ⊥ ⊤ ⊤ 1

𝑡3 ⊤ ⊤ ⊤ _ 𝑡 ′
3
⊤ ⊤ ⊤ ⊤ 1

𝑡� _ _ _ _ 𝑡 ′
4
⊥ ⊤ ⊥ ⊤ 4

𝑡� _ _ _ _ 𝑡 ′
5
⊥ ⊥ ⊥ ⊤ 4

For example, Table 1 reports two test suites for the models shown

in Figure 1. In particular, all the 𝑡𝑖 represent tests of the test suite

generated starting from the original model (see Figure 1a), while all

the 𝑡 ′
𝑖
represent the tests appertaining to the test suite generated

starting from its evolution (Figure 1b). Note that, for easier inter-

pretation, Table 1 reports the same features and the same number

of tests for both feature models, even if the former has only 3 real

tests and does not have the feature D. In this case, we consider the

test cases and features added as being unavailable and we mark

them as _. Note that the root feature is omitted in tests since it must

be selected by each valid product.

Since the number of tests for a feature model is normally too

high for performing exhaustive testing, the literature reports several

techniques for creating test suites for featuremodels such as product

sampling [2], search-based algorithms [12, 13] and combinatorial

testing, which allows testers to select only valid products.

2.3 Generation From Scratch (GFS)
Once the considered feature model evolves, the common current

solution, for obtaining a new test suite, is based on test generation

from scratch (GFS) [14]: the evolved feature model is given as input

to a test generator and a completely new test suite is generated.

This technique is trivial but has the following drawbacks:

• regenerating the whole test suite does not take into account

some of the old tests that may be still valid for the evolved

feature model;

• regenerating the whole test suite may require considerable

time, especially when feature models are complex;

• the old test suite may contain some specific tests that were

written in order to test critical configurations of the system;

if the test suite is regenerated, these tests may be lost, while

it would be better to keep them and, possibly modify them

if they became invalid;

• old tests should be kept as long as possible in order to be

used as a solid base for regression testing.

In order to address these limitations, in the following, we propose

a method that allows reusing, completely or partially, the tests from

the old test suite and evolving them in order to be adapted to the

evolved feature model.

3 REUSE OF EXISTING TEST SUITES
As discussed in the previous sections, reusing existing test suites can

provide several advantages. In this section, we introduce a simple

way to adapt old test suites, by adopting an incremental technique

that we call Generation From Existing tests (GFE). There are several

approaches for the generation of combinatorial test suites starting

from existing tests, called seed tests. For instance, already in [15], the
authors highlight the importance that testers could guarantee the

inclusion of their favorite test cases by specifying them as seed tests.

Generating test sets from seeds is also supported by several tools

such as ACTS [16], jenny [17], PICT [18], and pMEDICI [19]. Some

of them allow the use of partial tests, i.e. tests that do not assign

value to each parameter. However, all of them assume that seed tests

are valid tests, since they are not intended to be applied to evolving

models or for reusing test suites generated for different models. In

our case, though, some tests may become partial due to the addition
of new features as well as invalid due to the change in the structure

of the feature model or of its constraints. For this reason, the use of

existing tools as they are now implemented is not feasible. We have

decided to extend pMEDICI, which is open source
1
, produces one

test at a time, and is able to deal with constraints among parameters

of Boolean and enumerated types, in the following way.

pMEDICI test generation strategy: During test generation,

pMEDICI builds one test at a time trying to cover many tuples in

each test. It stores each test case in a structure called test context
that contains all the assignments committed so far for that sin-

gle test under construction and all the constraints by means of a

Multi-Valued Decision Diagram (MDD) which is an extension of

the classical Binary Decision Diagram (BDD). The pMEDICI regular

process have been modified, for this work, as follows.

Test suite pre-processing and repairing: At the beginning of

the generation for the feature model FM′, we add all the tests given
in an existing test suite TS (likely for a different previous feature

model FM): for each test 𝑡 in TS we build a test context containing

only all the valid assignments of 𝑡 . To do this, we consider one

feature 𝑥 at a time. If 𝑥 is no longer present in FM′, we skip it. If

the current assignment to 𝑥 in 𝑡 is still valid (easily checked by

using the MDD), we add it to the current context, otherwise, we

skip it (only that assignment). At the end, we will have a set of test

contexts partially filled with the old tests of TS and then the actual

generation of pMEDICI can start.

Test suite completion: pMEDICI considers all the tuples for

the new model FM′ that need to be covered and for each tuple, if

it is not already covered, it is added to an existing test context (if

possible) or a new test context (and hence a test) is built. At the

end, pMEDICI produces a test suite TS′ that is valid and reaches

the combinatorial coverage of FM′, but it reuses the old test suite

TS as much as possible.

4 HOW TO COMPARE TEST GENERATION
STRATEGIES

When it comes to choosing a test generation strategy or tool, it may

be difficult to find the most suitable one for the specific situation.

In the following, we present three measures we use in this paper

for comparing test generation strategies: generation time, test suite

size, and dissimilarity.

4.1 Generation time and test suite size
We consider two of the most common measures, namely the time
required for test suite generation and the number of tests in the test

1
https://github.com/fmselab/ct-tools/tree/main/pMEDICI

https://github.com/fmselab/ct-tools/tree/main/pMEDICI
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suite [20]. Reducing the former is normally preferred when tests

can be executed in a short amount of time (i.e., the generation time

impacts more than the test execution time) while reducing the latter

is preferred for systems where tests require a considerable effort

for being executed (i.e., testers prefer to have fewer test cases). For

instance, if tests need to be translated, as often done in model-based

testing for concretizing abstract tests [21], a lower number of test

cases is normally preferred.

4.2 Dissimilarity between test suites
When feature models evolve, tests representing valid products must

evolve, too. Here, we want to evaluate the “effort” required to testers

when concretizing the evolved test suite by modifying the previous

one. For this reason, we propose a definition of dissimilarity that

allows for evaluating the difference between two test suites, gener-

ated starting from a feature model FM and its evolution FM′. This
definition is inspired by [13, 22] which examined various types of

distance measurement in the context of SPL testing and reported

that Hamming distance (i.e., the number of points at which two

corresponding tests are different [23]) is generally more effective

than other distance measures. Because we want to somehow count

how many feature values change when tests evolve, first we want

to identify the features of interest that could change:

Definition 1 (Changeable Features). Let 𝐷FM and 𝐶FM be
the set of dead and core features of a feature model FM , FM and
FM′ be two feature models, 𝐹 and 𝐹 ′ be their feature sets. The set of
changeable features is defined as:
𝑐ℎ𝑛𝑔𝐹 (FM, FM′) = (𝐹 ∪ 𝐹 ′) \ ((𝐷FM ∩ 𝐷FM′ ) ∪ (𝐶FM ∩𝐶FM′ ))

We consider changeable all the features, except those that are

dead or core in both models. Now, we introduce the definition of

distance between two generic test cases.

Definition 2 (Distance between test cases). Let FM and FM′

be two feature models and chngF(FM, FM′) its changeable features
set. The distance between two tests 𝑡 and 𝑡 ′ derived, respectively, from
FM and FM′, can be computed as follows:

𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡, 𝑡 ′) = |{𝑓 | 𝑓 ∈ 𝑐ℎ𝑛𝑔𝐹 (FM, FM′) ∧ 𝑡 (𝑓 ) ≠ 𝑡 ′ (𝑓 )}|

This distance counts the number of features in which two prod-

ucts are different. Each feature 𝑓 that could change is counted in

the distance when it is either selected or not by only one of the two

test cases, or when it is present only in FM or FM′. Note that the
𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 is symmetric, i.e. 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡1, 𝑡2) = 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡2, 𝑡1).

The maximum distance between two tests is obtained when

all the features that could change are actually different in the

two test cases. Thus, the maximum possible 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 is equal to

|𝑐ℎ𝑛𝑔𝐹 (FM, FM′) |.
Our distance always counts newly added (or removed) features,

since they belong to 𝑐ℎ𝑛𝑔𝐹 and cannot keep the same value in the

test. For this reason, any test 𝑡 ′ of a feature model that introduces

𝑛 new features will have a minimum distance of 𝑛 to any test of

the original model. This is desired because 𝑡 ′ is different for those
new features to any test for the old feature model, regardless if new

features are selected or not.

Example 1. Let’s consider the two feature models in Figure 1, 𝑡1 a

test case for the feature model FM in Figure 1a, and 𝑡 ′
1
a test case

for the feature model FM′ in Figure 1b, as reported in Table 1. The

distance between these two test cases can be computed as follows.

First, we compute the set 𝑐ℎ𝑛𝑔𝐹 = {𝐴, 𝐵,𝐶, 𝐷}.
Then, we fetch each feature 𝑓 ∈ 𝑐ℎ𝑛𝑔𝐹 and count for how many

𝑡1 (𝑓 ) ≠ 𝑡 ′
1
(𝑓 ):

𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡1, 𝑡 ′1) = |{𝑓 | 𝑓 ∈ 𝑐ℎ𝑛𝑔𝐹 ∧ 𝑡1 (𝑓 ) ≠ 𝑡 ′
1
(𝑓 )}| = |{𝐵, 𝐷}| = 2

Distance among test suites
Having defined the distance between two test cases, we can now

introduce the concept of distance and dissimilarity between test

suites. Intuitively, to measure the distance between two test suites

TS and TS′, we sum the distances between the tests in TS and TS′

taken one by one.

Definition 3 (Distance between test suites). Given two ar-
bitrarily ordered test suites TS = {𝑡1 ...𝑡𝑛} and TS′ = {𝑡 ′

1
...𝑡 ′𝑛}, respec-

tively derived from the feature models FM and FM′, and having equal
size 𝑛, the distance between TS and TS′ is defined as

𝑡𝑒𝑠𝑡𝑆𝑢𝑖𝑡𝑒𝐷𝑖𝑠𝑡 (TS, TS′) =
𝑛∑︁
𝑖=1

𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡𝑖 , 𝑡 ′𝑖 )

Definition 3 assumes that both test suites have equal size. In

case one test suite is smaller than the other, we complement it with

as many inexistent test cases 𝑡� as needed. In a 𝑡�, any feature 𝑓

belonging to either FM or FM′, is not existing:

∀𝑓 ∈ (𝐹 ∪ 𝐹 ′), 𝑡� (𝑓 ) = _

Note that our definition of distance among test suites is able to

distinguish the case in which a feature 𝑓 is not selected by a test

case from that in which 𝑓 does not exist, and the case in which a

test case is composed only by not selected features from that in

which the test case is empty. This is the reason why we do not use

more classical definitions of distances based on sets, such as Jaccard

distance. We will motivate this choice in Section 6.

Since the distance between test suites is computed by summing

the distances between test cases taken one by one, it depends on

the order in which the test cases are considered. For this reason,

we define the dissimilarity between test suites as follows:

Definition 4 (Dissimilarity between test suites). Let TS
and TS′ be two test suites derived respectively from two feature models
FM and FM′. The dissimilarity between the two test suites is defined
as the minimum distance and it is computed as follows:

𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (TS, TS′) = min 𝑡𝑒𝑠𝑡𝑆𝑢𝑖𝑡𝑒𝐷𝑖𝑠𝑡 (TS, TS′)

In order to scale all dissimilarities in the same range, one may

want to compare test suites using the percentage dissimilarity, which
computes the ratio between the actual dissimilarity and the ones

of the worst scenario. Considering two feature models FM and

FM′, 𝐹 and 𝐹 ′ the set of all the features respectively of FM and

FM′ (excluding not existing features), TS and TS′ two test suites

derived respectively from two feature models FM and FM′, and
𝑐ℎ𝑛𝑔𝐹 (FM, FM′) the set of changeable features, the worst case dis-
similarity is computed as follows:

𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑤𝑜𝑟𝑠𝑡 (TS, TS′) = max( |TS |, |TS′ |) × |𝑐ℎ𝑛𝑔𝐹 (FM, FM′) |
Indeed, considering that when a test suite has fewer tests than

the other we complement it with the inexistent test case 𝑡�, both
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test suites will result in having max( |TS |, |TS′ |) tests, each one with

a maximum distance of |𝑐ℎ𝑛𝑔𝐹 (FM, FM′) |, as previously discussed.

The percentage dissimilarity is obtained as follows:

𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦% (TS, TS′) =
𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (TS, TS′)

𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑤𝑜𝑟𝑠𝑡 (TS, TS′)
· 100%

In the following example, we show the calculation of the per-

centage dissimilarity for the feature models shown in Fig 1.

Example 2. Given the two test suites in Table 1, the distances be-

tween the tests are those reported in the 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡𝑖 , 𝑡 ′𝑖 ) column. As

reported in Definition 3, in order to compute the distance between

TS and TS′, the two test suites must have the same number of test

cases. For this reason, we append to TS two inexistent test cases 𝑡�.
In this way, we can compute the distance between the two test sets

as follows:

𝑡𝑒𝑠𝑡𝑆𝑢𝑖𝑡𝑒𝐷𝑖𝑠𝑡 (TS, TS′) =
5∑︁

𝑖=1

𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡𝑖 , 𝑡 ′𝑖 ) = 2 + 1 + 1 + 4 + 4 = 12

Considering that, based on our experiments, the proposed order

in which to consider the tests is the one leading to the lowest

distance, the computed distance is the dissimilarity we are looking

for. Furthermore, the percentage dissimilarity between the two test

suites is

𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦% (TS, TS′) =
12

5 × 5

· 100% = 48%

4.3 A greedy approach to compute the
dissimilarity function

Since the dissimilarity between two test suites depends on the order

in which tests are considered, its computation can be represented

as an optimization problem: choose the best tests ordering that

minimizes the distance. We were able to represent this problem

using a matrix (containing all the distances among tests in the two

test suites) as Mixed Integer Programming with all the constraints

to force the function to be (partially) one-to-one. We were able

to solve this problem using GAMS
2
(General Algebraic Modeling

System), which is a high-level modeling system for mathematical

optimization, and it is designed for modeling and solving linear,

nonlinear, and mixed-integer optimization problems. However, we

found that even to solve a simple problem, our GAMS program

required minutes of elaboration. Moreover, each feature model evo-

lution may require a different GAMS program, and the automation

of the generation of the correct GAMS program is a challenging

problem. For this reason, we decided to implement a greedy algo-

rithm, inspired by the Hungarian algorithm proposed in [22], to

compute the minimal distance between two test suites.

Alg. 1 computes an alleged minimal distance between TS and TS′.
It compares each test in TS to one of TS′, and finds the matching

between test cases having the lowest distance. Initially, the distance

is set to the worst case, i.e., to the total number of changeable

features nChgFeats (line 2). Then, each pair ⟨𝑡, 𝑡 ′⟩, where 𝑡 ∈ TS
and 𝑡 ′ ∈ TS′, is checked and the distance between the two tests

is evaluated (line 4). When the minimum distance between 𝑡 and

𝑡 ′ is found, the value of 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 is updated and the two tests

are removed from the two test suites (lines 9-10). This process is

repeated until one of the two test suites is completely empty. Then,

2
https://www.gams.com

Algorithm 1 Greedy algorithm for computing the dissimilarity

Require: TS the old test suite

Require: TS′ the new test suite

Require: nChgFeats the total number of changeable features, i.e.,

|𝑐ℎ𝑛𝑔𝐹 (FM, FM′ ) |
Ensure: dissimilarity the dissimilarity between TS and TS′

1: while TS ≠ ∅ and TS′ ≠ ∅ do
2: 𝑚𝑖𝑛 ← 𝑛𝐶ℎ𝑔𝐹𝑒𝑎𝑡𝑠

3: for all 𝑡 ∈ TS and 𝑡 ′ ∈ TS′ do ⊲ Find the closest pair

4: if 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡, 𝑡 ′ ) ≤ 𝑚𝑖𝑛 then
5: 𝑚𝑖𝑛 ← 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 (𝑡, 𝑡 ′ )
6: 𝑡𝑚𝑖𝑛 ← 𝑡 ; 𝑡 ′

𝑚𝑖𝑛
← 𝑡 ′

7: end if
8: end for
9: 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 ← 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 +𝑚𝑖𝑛

10: TS ← TS − 𝑡𝑚𝑖𝑛 ; TS′ ← TS′ − 𝑡 ′
𝑚𝑖𝑛

⊲ Remove 𝑡𝑚𝑖𝑛 and 𝑡 ′
𝑚𝑖𝑛

11: end while
⊲ Compute the dissimilarity due to remaining tests

12: if TS ≠ ∅ then
13: 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 ← 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 + (𝑛𝐶ℎ𝑔𝐹𝑒𝑎𝑡𝑠 · |TS | )
14: else if TS′ ≠ ∅ then
15: 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 ← 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 + (𝑛𝐶ℎ𝑔𝐹𝑒𝑎𝑡𝑠 · |TS′ | )
16: end if

Table 2: List of the FM evolution examples from the literature

Example V #F #P Ref. Example V #F #P Ref.

AmbAssistLiving 2 24-32 9.8·10
4
-5.0·10

7
[25] SmartHotel 2 6-8 6-30 [26]

AutomotiveMult. 3 6-13 5-192 [27] Smartwatch 2 12-15 96-192 [28]

Boeing 3 5-6 2-2 [29] WeatherStat. 2 22-23 528-660 [30]

CarBody 4 6-13 4-40 [31] MobileMedia 6 11-26 2-272 [32]

Linux (Simple) 3 5-10 7-33 [24] HelpSystem 2 25-26 672-10
3

[33]

ParkingAssistant 5 6-16 1-32 [8] SmartHome 2 38-61 9.0·10
5
-3.9·10

9
[34]

Pick&PlaceUnit 9 5-11 3-81 [35] ERP 2 42-57 2.6·10
4
-2.6·10

5
[36]

BCS 3 13-17 128-768 [22]

if a test suite has some remaining test, all of them contributes to the

dissimilarity with the highest distance between test cases possible

(lines 12-15).

Example 3. Let’s consider the feature model of the Linux Kernel

presented in [24], which has two evolutions. We have generated

the test suite TS from the LinuxKernelv2 model and TS′ from the

LinuxKernelv3, and then we have repeatedly calculated the dissimi-

larity between TS and TS′ by using the proposed algorithm. Every

time, before applying the greedy computation of the dissimilarity by

Alg. 1, we shuffled both test suites. We have found that depending

on the order of test cases in the test suites, the computed percent-

age dissimilarity may vary from 16.19% to 18.10%. This proves that

the greedy algorithm could return dissimilarity that is close to the

minimum but it is not the minimum.

5 EXPERIMENTS
In this section, we present the experiments and the results obtained

by comparing the GFS and GFE test generation techniques for evolv-

ing feature models. In particular, we are interested in answering

the following research questions:

Which is the test generation technique leading to ...
RQ1 ... the lowest generation time?

RQ2 ... the lowest test suite size?

https://www.gams.com
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Figure 2: Experimental methodology - pMEDICI+ is the ex-
tended version of pMEDICI used for GFE.

RQ3 ... a lower dissimilarity of the new test suite w.r.t. the original

test suite?

Experimental methodology
In order to answer the research questions listed above, we have

gathered a set of 15 feature models and their evolutions, for a total

of 50 models coming from real case studies. Table 2 reports the list

of the FMs we have used in our experiments, the number of versions

(V), the minimum and maximum number of features (including the

core and dead ones) across all the evolutions (#F), the minimum

and the maximum number of products (#P), and the reference to

the article where the models come from. Note that, for the models

having more than a single evolution, we consider evolutions only

between two consecutive steps (i.e., we compare the version 𝑣1 with

the version 𝑣2, then 𝑣2 with 𝑣3, and so on). In total, we consider 35

evolutions.

The replication package, containing the feature models, the eval-

uation script, the results of our experiments, and an executable jar

for repeating the experiments is available online [37].

For each model and its evolution, we apply the process depicted

in Figure 2 and explained in the following, with strength 𝑡 = 2,

i.e., applying pairwise test generation. First, we use pMEDICI for

computing the test suite TS achieving the intended combinatorial

coverage on the original feature model (step 1 in Figure 2). Then, we

generate the test suite TS′𝐺𝐹𝑆 from the evolved model by applying

GFS (step 2 in Figure 2). Afterward, we proceed with the evaluation

of GFE based on the incremental generation of tests starting from

partial test seeds (step 3 in Figure 2) using pMEDICI+: starting from
the evolved feature model and the original test suite, we generate

the evolved test suite TS′𝐺𝐹𝐸 as explained in Section 3. Then we

compare both test suites TS′𝐺𝐹𝐸 and TS′𝐺𝐹𝑆 by analyzing their

size and their generation time. Moreover, we can compare them

both with the original test suite TS in terms of dissimilarity.

We have repeated the experiments 10 times on a PC using a

Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz (16 physical cores,

32 logical cores) with 256 GB RAM. Note that, even if pMEDICI

supports multithreading [38], each experiment has been carried

out using only 1 thread, but the approach would work with higher

number of threads as well. In this way, we isolate the effect of the

chosen generation technique from that of the number of threads

used.

ERP

SmartHomeV2

Figure 3: Test suite TS′ generation times with GFS and GFE.
The 𝑥 axis is on a log. scale.

In order to compare the results obtained by each test generation

strategy, we use the Wilcoxon Signed-Rank test [39], a general test

that compares the distributions in paired samples and that does not

require data to be normally distributed. Given 𝑥 the measure to be

compared between the two techniques, the test is performed using

a significance level 𝛼 = 0.05 and the null hypothesis 𝐻0 stating that

the distributions of 𝑥 in the two techniques are equal. Besides the

Wilcoxon Signed-Rank test, we have evaluated the effect size by

computing the Cliff’s delta 𝛿𝑐 . The effect of a technique is small if

|𝛿𝑐 | < 0.147, medium if 0.147 ≤ |𝛿𝑐 | < 0.33 or large if |𝛿𝑐 | ≥ 0.33.

5.1 RQ1: Test suite generation time analysis
As presented in Section 3, one of the most common measures used

to evaluate a test generation strategy is the test suite generation

time.

For this reason, in this research question, we evaluate GFS and

GFE by comparing the time 𝑡 required for generating a test suite.

We have obtained 𝑡𝐺𝐹𝑆 = 570.75 ms, and 𝑡𝐺𝐹𝐸 = 874.77 ms, but

𝑝𝑣𝑎𝑙𝑢𝑒 = 0.45 by using a Wilcoxon Signed-Rank test. Therefore,

we cannot reject the null hypothesis even if 𝑡𝐺𝐹𝑆 < 𝑡𝐺𝐹𝐸 , as also

suggested by a 𝛿𝑐 = 0.03.

A box plot with the test generation times is shown in Figure 3
3
.

We can observe that in many cases GFE performs better than GFS

(see the median value and the box of the plot); for small models,

GFE is faster than GFS (but by a negligible amount of time, consid-

ering that these generation times are small) while for the biggest

models (namely ERP and SmartHome) GFE requires much more

time than GFS. It is apparent that for big models, pre-processing

is not worthwhile and GFS is the best solution. For these reasons,

we would recommend the use of GFS regarding the generation

time, but we plan to find a useful and validated measure of the

complexity of feature models that could suggest when the use of

GFE is preferable instead.

5.2 RQ2: Test suite size analysis
One of the most pursued objectives in software testing is the reduc-

tion in test suite size. Thus, for comparing the proposed techniques

we have gathered the test suite size 𝑠 obtained in all the performed

experiments. The results of our experiments on the feature models

taken from the literature are shown in Figure 4.

We have compared the results of the two techniques by using a

Wilcoxon Signed-Rank test and we have obtained 𝑝𝑣𝑎𝑙𝑢𝑒 = 1.74 ·
10
−7
, 𝑠𝐺𝐹𝑆 = 9.72 test cases, and 𝑠𝐺𝐹𝐸 = 9.27 test cases (with an

effect size 𝛿𝑐 = 0.20).

3
The box-plots include lines linking the corresponding points with the two techniques;

the green triangles show the mean values.
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Figure 4: Test suite TS′ sizes with GFS and GFE.
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Figure 5: Dissimilarity between TS and TS′ with GFS and GFE.

Therefore, since 𝑝𝑣𝑎𝑙𝑢𝑒 < 𝛼 , we can reject the null hypothesis

and claim that the average size of GFE is smaller than that of GFS,

as highlighted, in the most of cases in Figure 4. This is somehow

unexpected, andmitigates less positive results on the test generation

time for more complex models. In those cases in which minimizing

the test suite size is more important than saving some time during

test generation, GFE is preferable w.r.t. GFS.

5.3 RQ3: Dissimilarity analysis
Given the definition of dissimilarity as explained in Section 4.2, we

here analyze the percentage dissimilarity of the test suites produced

by using GFS and GFE.

As for the previous measures, we have compared the dissimilari-

ties 𝑑 obtained on the feature models in Table 2, with the two tech-

niques, using the Wilcoxon Signed-Rank test and we have obtained

𝑝𝑣𝑎𝑙𝑢𝑒 = 1.81 · 10
−15

,
¯𝑑𝐺𝐹𝑆 = 59.37, and

¯𝑑𝐺𝐹𝐸 = 55.91. There-

fore, we can reject the null hypothesis and, since
¯𝑑𝐺𝐹𝑆 > ¯𝑑𝐺𝐹𝐸 ,

we can conclude that GFE generally outperforms GFS in terms of

dissimilarity. This is confirmed by the plot in Figure 5 where we can

observe that the dissimilarity of the test suite produced with GFE is

lower, in terms of mean value, than that of the test suite produced

with GFS. The difference on average is around 3.46 over values of

around 59, so it is not negligible (∼5%). Moreover, the Cliff’s delta

𝛿𝑐 = 0.30 confirms the correlation between the chosen techniques

and the difference in the dissimilarity.

The experiments and the analysis we have performed show that

GFE may takemore time for big models, but it produces smaller
test suites that are above all more similar to the original test

suites produced for the original model. Smaller size and higher

similarity can reduce the cost of adapting existing configurations

for evolving feature models.

6 THREATS TO VALIDITY
In this section, we discuss the threats to validity [40] and all the

strategies we have undertaken to mitigate them.

Internal validity refers to the fact that the different outcomes

obtained with the two techniques (GFS and GFE) are actually caused

by the techniques themselves and by the way the experiments were

carried out, and not by methodological errors. To mitigate this risk,

we have carefully checked the code to see if there could be other

factors that have caused the outcome, such as errors in the tools

or particular combinations or ordering of tests or test sequences.

For instance, the result may depend on the order in which tests

are first generated and then extended (see Example 3). To mitigate

this risk, we have applied a shuffling procedure in several parts and

performed the experiments many times.

A possible threat to the construct validity comes from the as-

sumption that our definition of test suites’ dissimilarity is suitable

to measure the distance among test suites (provided that the greedy

algorithm is accurate enough). We rely on the literature for this,

where similar distances are often used like in [13]. Given the way in

which we compute the dissimilarity, adding or removing a test case

to the old test suite contributes to increasing the dissimilarity. This

is motivated by the fact that adding a new test case requires the

effort for its concretization linear with the number of features. Also

removing a test case increases the dissimilarity, because it requires

the old test suite to be modified. However, note that by applying

GFE, a test is never completely discarded unless it contains no valid

assignment. Furthermore, we have simulated how a test suite could

be translated in JUnit code, and we confirm that our definition is

valuable and captures the effort required by a test modification.

For instance, in FeatureIDE, every feature of the model must be set

in the test case, even if it is unselected, as in the following Java code:

configuration.setManual(feature, Selection.UNSELECTED).
This justifies that, if a feature is added or removed (so it causes a

dissimilarity), the test must be modified regardless of whether it

is selected or not. We recognize that there may be cases in which

our distance does not capture the real effort required to modify

an existing test suite. For instance, we consider the modification

of a test to be much less costly than writing a new test, but there

are some cases in which a modified test or a new one require the

same effort, so any change of one test has the same weight. Our

generation techniques could still be used by a designer who wants

to define his/her own distance and then decide which test suite is

preferable (GFS and GFE) according to his own metric.

External validity is concerned with whether we can generalize

the results outside the scope of our study. One threat to external

validity refers to the case studies we have used in the experiments.

We have tried to collect as many examples as possible, and we be-

lieve that they are representative enough of the possible evolutions

of FMs (different number of products and features). However, the

use of MDDs in pMEDICI may make our technique not scalable

when considering models with a great number of features.

Another generalization regards the testing criteria we used, since

the approach may be not suitable for other criteria besides the pair-

wise combinatorial one. We believe that our algorithm and tool

could be extended to be used with any testing criteria that can be

represented by formal testing requirements that can be translated

to MDDs. For other testing criteria, however, the incremental build-

ing may become more expensive than the generation from scratch.

In our experiments, we use pMEDICI, also for GFS, whereas any

combinatorial tool could be used to generate the initial test suite (to

be amended later using GFE). We have actually tried another tool

(ACTS) and obtained exactly the same statistical conclusions (not

reported here), with an even longer running time for GFS, but fur-

ther experiments are needed. Moreover, we recognize that our work

is focused only on changes in FMs and not on other artifacts [41].
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However, these changes are out of the scope of this paper and we

plan to investigate how to apply the methodology proposed when

other changes beyond the FM occur. Finally, the last generaliza-

tion threat regards the number of threads used by pMEDICI for

generating test suites. Indeed, in [38], we have found that the test

suite size and generation time may vary when a different number

of threads is used. Instead, in this paper, we have reported only

experiments using only a single thread for generating test cases,

both with GFS and GFE, in order to evaluate the impact of the test

generation technique without the influence of the multithreading.

7 RELATEDWORK
Test case evolution is a well-known problem in software engineer-

ing, normally studied when the code of the system under test is

modified for any reason [42]: test cases designed for the early ver-

sions of the system may become obsolete and possibly fail during

the software lifecycle. This happens even more frequently when

software requirements are subject to frequent changes, such as

during agile processes. A way to avoid this is to repair the tests.
In [9], the authors identify a series of common actions the devel-

opers perform in order to update the tests and through a series

of heuristics devise an automatic method capable of repairing test

cases invalidated by changes in the software. This technique can

successfully repair up to 90% of the broken test cases [43], although

there is no guarantee that it will repair completely the test suite.

In [44], the authors present a test-suite augmentation technique,

based on dependence analysis and partial symbolic execution for

regression testing, which can signal if existing test suites are ade-

quate for the changes introduced in a program and, if not, provide

guidance for creating new test cases that specifically target the

changes in the program. This can be extremely useful but leaves

the tester the burden of writing new tests for the evolved software.

Regression testing is challenging also in the context of SPLs since

it must be made efficient through a test case selection method that

selects and, somehow, reuses only the test cases relevant to the

changes [45]. In [46], the authors propose an approach to reducing

the repetition of test cases during regression testing. To a certain

extent, the goal is the same as the approach we propose in this

paper, since by reusing test cases we aim at reducing repetitions as

well.

Test scripts repairing is a widespread practice in the context of

Capture-Replay testing. The scripts obtained by Capture–Replay

tools are very sensitive to changes in web applications, so they need

to be constantly updated and possibly automatically repaired. In

that area, there are attempts to devise techniques that try to extract,

whenever possible, models of the web application. For instance,

in [47], the authors try to build a DOM-model which represents

the modifications of the web interface. Then they try to use that

model to distinguish tests that are retestable but need a repair,

those that are obsolete to be discarded, and those that are reusable

without modification. Repair can then be performed either by hand

or automatically thanks to a series of strategies.

Reusing test cases is recommended by many. In [48], the au-

thors have conducted empirical studies with industrial developers,

and observed that repairing test suites is more cost-effective than

rewriting or regenerating them from scratch.

There are some approaches that study the evolution of tests when

a model-based testing approach is applied. In [49], UML class/object

diagrams and statecharts, augmented with OCL constraints, are

used to model a critical system. Upon an evolution of these models,

an automated process classifies tests as outdated, unimpacted, or

re-testable ones, which need to be updated and adapted. These

concepts can be mapped to our measure of test distance 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 .

For instance, 𝑡𝑒𝑠𝑡𝐷𝑖𝑠𝑡 = 0 means that the test is unimpacted. Their

methodology, however, does not propose a way to repair existing

tests, leaving this task to the test generation tool.

In this paper, we propose the use of the dissimilarity for evalu-

ating the impact of test suites evolution. The measurement of the

difference between test suites, in the field of model-based testing,

has been proposed by [13, 50]. In [13], the authors use a dissimilarity

distance very similar to our definition, but only among tests in the

same test suite. In their case, higher dissimilarity is pursued, since

it indicates that tests are effectively covering products. In [50], the

authors study the use of distance functions and machine learning

to help to reduce the discard of MBT tests when use case specifi-

cations given in CLARET language are updated. They have tried

many distance measures, and they claim that using the Hamming

function (very close to our definition) between test suites allows

testers to decide in a more effective way which tests should be

kept after the requirements of the system have changed. A similar

definition of similarity is proposed in [51] among tests from the

same feature model. That definition is extended by [22] and used

to evaluate algorithms for product sampling during Continuous

Integration. In [22], the authors consider the possibility that the

feature set changes. However, unlike the definition proposed in

that paper, we focus on the differences among tests and we consider

only features whose value could actually change. This means that

our dissimilarity is more sensitive to changes. For example, two test

suites can have a distance of 100% in our approach (i.e., similarity

equals to 0), while the similarity defined in [22] is always greater

than | (𝐷FM ∩ 𝐷FM′ ) ∪ (𝐶FM ∩𝐶FM′ ) |/|𝐹 ∪ 𝐹 ′ |.
Reusing artifacts upon FeatureModels evolution is tackled also in

[52], where the authors aim at updating Modal Implication Graphs

(MIGs) when constraints are added or removed (while feature sets

remain stable). They present an algorithm able to incrementally

compute updated MIGs after FMs evolution, and this incremental al-

gorithm is much faster (but the expected MIG is unique). In our case,

we allow the evolution of the feature set too, and the computation

speed is only one of the possible advantages we evaluate.

Incremental test generation for feature models is presented in

[53–55], but in all cases the test suite is incrementally built from

scratch, without considering test seeds or existing test suites. All

approaches are similar to pMEDICI without any extension since it

incrementally combines tuples in order to build test suites.

8 CONCLUSIONS
In this paper, we have proposed the GFE technique which is imple-

mented in pMEDICI+ and allows for the incremental generation

of combinatorial test suites for FMs. When an FM evolves, GFE

exploits the previous test suite and keeps those tests (or their parts)

that are still applicable to the evolved FM. In this way, testers may

avoid the common problems of the GFS technique, which instead
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generates test cases from scratch. Furthermore, in this paper, we

have introduced the concept of dissimilarity that can be used for

evaluating the distance between two test suites, e.g., the one ob-

tained from the old FM and the one from the evolved model.

To evaluate the performance of GFE w.r.t. those of GFS, we

have used 50 FMs coming from real case studies and compared the

dissimilarity, the test suite size, and generation time for each model

evolution. Through a series of three research questions, we have

shown that using GFE instead of GFS, in general, may impact on

generation time but leads to lower dissimilarity and test suite size.

As future work, other measures among evolving test suites could

be introduced, for better estimating the cost/benefits of retaining

and repairing old tests. For instance, the cost of updating a test may

be not linearly linked to the number of features changed in it.
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