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Abstract—Combinatorial Interaction Testing has been applied to event-driven software systems by using as test suite a set of sequences of inputs in desired combinations. This is generally called combinatorial sequence testing (CST). CST requires possibly new system models from which tests are generated and new test generation methods (or an adaptation of the classical ones). Finite State Machines (FSMs) can easily represent event-based systems where certain inputs are valid only in some states and such constraints can be represented by the incompleteness of the FSM. In this paper, we propose an approach to CST where tests are generated from FSMs which are represented by automata together with test requirements. First, automata can be used to check if test sequences contain invalid inputs. We propose three methods to repair tests with invalid inputs. Moreover, we can directly embed into automata the system constraints over the inputs during generations, to generate only valid test sequences. We compare our automata-based method with the standard approach of Sequences Covering Arrays (SCA) for testing. Given a set of events $E$, a SCA of strength $t$ is a set of permutations of all the events in $E$ such that each sequence of $t$ distinct elements of $E$ is a subsequence of at least one of the permutations.

Among system inputs there are typically several constraints, and the failure revealing ability of CIT methods might be significantly reduced if the system has to comply with constraints and the test suite generator does not take them into account. For this reason, several approaches are extended to Constrained Combinatorial Testing [17], but all of them are focused on input testing. For event-driven software there are constraints over the events that can be used as inputs during testing and, also in this case, considering the constraints over the events during generation can increase the efficiency of testing. For instance, a SUT may require that a given event read must appear after another event open and if a test does not meet this constraint, the test is invalid, and it cannot be applied.

In this paper, we present a method that can be used to generate test sequences for the events of incomplete Finite State Machines (FSMs), by taking into account also their constraints. Our method exploits the representation of FSMs using the automata notation. We have decided to focus on incomplete FSMs because they represent the situation in which the constraints of events are stricter, since a particular event may not be defined in some state. Moreover, we supported FSMs in the form of Mealy machines (Fig. 1), that are a rather general implementation of FSMs. We introduced also three different approaches to repair invalid test sequences, generated without taking into account the constraints imposed by the FSM of the system.

We have discovered that using our method to generate sequences, complying the constraints imposed by the FSM of the system, can lead to a greater number of valid sequences and to a better coverage of both of states, event tuples and transitions.

The paper is structured as follows. In Sect. II we provide some necessary background about the combinatorial testing.
the FSMs and the constraints that we have to satisfy in our System Under Test (SUT). Our automata-based sequence generation method is explained in Sect. III and its application is evaluated in Sect. IV. Sect. V reviews some works related to application of combinatorial sequence testing and constrained combinatorial testing, and Sect. VI concludes the paper.

II. BACKGROUND

In this paper we generate sequences of events to test event-driven software [30]. This kind of software can be well described by using Finite State Machines and, in particular, Mealy machines since they allow to manage not only the states and the input events, but also output events.

Definition 1 (Mealy machine). A Mealy machine $F$ is a 6-tuple $(S, s_0, \Sigma, \Lambda, T, G)$ in which:

- $S$ is a finite set of states.
- $s_0 \in S$ is the initial state of the machine $F$.
- $\Sigma$ is a finite set that represents the input alphabet.
- $\Lambda$ is a finite set that represents the output alphabet.
- $T : S \times \Sigma \rightarrow S$ is the transition function that maps pairs of a state and an input symbol to the corresponding next state.
- $G : S \times \Sigma \rightarrow \Lambda$ is the output function that maps pairs of a state and an input symbol to the corresponding output symbol.

Since we aim to deal with real systems, we have to define our combinatorial sequence generation method for incomplete FSMs.

Definition 2 (Complete and incomplete FSM). Given a FSM $F(S, s_0, \Sigma, \Lambda, T, G)$ we say that $F$ is a complete machine if for all $s \in S$ and for all $e \in \Sigma$ the transition function $T(s, e)$ and the output function $G(s, e)$ are defined. Contrariwise, we say that $F$ is a complete machine if for all $s \in S$ and for some event $e \in \Sigma$ for which the transition function $T(s, e)$ is not defined (neither is $G(s, e)$).

Example 1. The FSM in Fig. 1 is an incomplete machine, because $T$ is not defined for the input symbols $b$ and $c$ in the state $s_0$, for the input symbol $a$ in the state $s_1$, and for the symbols $a$, $b$, and $c$ in the state $s_2$.

In the following pages we will refer to input symbols as events to use the same nomenclature as the one used in event-driven software.

A. Combinatorial sequence testing of FSMs

While in classical combinatorial testing we are interested in covering the interaction among a fixed set of inputs [19], each with a given set of possible values, in combinatorial sequence testing (CST) [18] of FSMs we focus on covering the interaction of inputs taken from a unique set (the input alphabet) but provided to the machine in different orders. This requires the redefinition of test as a sequence of inputs of variable length (in other approaches also for CST tests are still organized in Sequence Covering Arrays and they have all the same length). In our approach, a test is a finite sequence of events $(e_1, e_2, \ldots, e_n)$ all belonging to $\Sigma$. (Combinatorial sequence coverage). We say that a test suite achieves the $t$-way combinatorial sequence coverage iff for any tuple of $t$ inputs there exists a test sequence in which these $t$ inputs occur in any possible order (allowing interleaving extra inputs among the elements of the tuple).

With the standard pairwise CIT, a test suite covers for each pair of input parameters all the possible combinations of values. Pairwise CIT can be extended to $t$-wise CIT when tuples of length $t$ are considered instead of simple pairs. In our case, we want to generate sequences of events covering each tuple of $t$ events.

Most of the event-driven software can be represented using an incomplete FSM, since in some states, some events cannot be fired. This representation implicitly defines some constraints on the FSM, meaning that only some test sequences are valid, while others are not.

Definition 4 (Valid test sequence). Given a FSM $F(S, s_0, \Sigma, \Lambda, T, G)$ as per Definition 1, let $ts = (e_1, e_2, \ldots, e_n)$ be a test sequence composed of a sequence of $n$ events. Assume that $ts^i$ is the list of the events in $ts$ starting from $e_i$ to $e_n$ and $s(ts^i)$ is the state reached starting from the initial state $s_0$ by applying all the events in $ts^i$. We call $ts$ a valid test sequence iff for all $e_i \in ts$, $e_i$ can be fired starting from the state $s(ts^{i-1})$, i.e., $T(s(ts^{i-1}), e_i)$ and $G(s(ts^{i-1}), e_i)$ are both defined.

Example 2. Let’s suppose to be in the initial state $s_0$ of the example in Fig. 1 in which only the event $a$ can be fired. A test sequence $(b, b, a)$ is an invalid test sequence, because the event $b$ is not defined in the initial state. Contrariwise, for the same example, the test sequence $(a, b, a)$ is a valid test sequence.

For this reason, for an incomplete FSM, we may be unable to cover all the tuples of events because some of them can be covered only by sequences that are invalid.

Example 3. In the example of Fig. 1, the pair of $c$ followed (also non immediately) by $a$ cannot be covered by any valid test sequence.

III. COMBINATORIAL SEQUENCES GENERATION

Having introduced what we mean with combinatorial sequence testing and coverage, we can now introduce our
sequence generation method. One could extend classical combinatorial testing algorithms in order to generate SCAs, and this has been done for example in [18]. However, in our approach we are not bound to have all the tests of the same length (usually the number of the events), so classical methods that build covering arrays may be not well suited, and we decided to devise an automata-based approach.

First, we introduce an automaton representing a t-wise permutation of t events.

**Definition 5 (T-wise automaton).** Given a permutation p of t events \((e_1, e_2, \ldots , e_t)\) the automaton built as in Fig. 2 is called t-wise automaton. We call \(\text{automaton}(p)\) the function that builds the t-wise automaton that represents the tuple p.

![Fig. 2. Example of automaton for the recognition of the sequence \((e_1, e_2, \ldots , e_t)\)](image)

A t-wise automaton \(A\) can be used to check if a sequence \(s\) covers the tuple it represents: if \(s\) is accepted by \(A\), than the tuple is covered.

If there are \(n\) events, there exist \(\frac{n!}{(n-t)!}\) permutations and hence t-wise automata.

Exploiting the operations among automata we can build a test suite for CST as shown in Alg. 1.

The algorithm is a typical one-test-at-the-time test generator. At the beginning it builds an empty automaton \(A\) and then it tries to add many t-wise automata to it in a random order. We say that it collects multiple t-wise automata in a unique automaton. At the end any string that can be derived form \(A\) is a test that covers all the permutations from which the t-wise automata are built. In particular we use the function \(\text{string}(A)\) that returns the shortest string accepted by the automaton \(A\). We allow the user to set a limit \(N\) of automata to be collected together: in this way the user can favor few long sequences (high \(N\)) or many short sequences (low \(N\)). The effects of the variation of the parameter \(N\) will be analysed in Sect. IV.

This approach is similar to the one presented in [6] where a logical context and an SMT solver is used to collect tuples in order to generate tests for classical constrained combinatorial interaction testing.

This standard algorithm, however, could generate invalid test sequences. So, we have devised three different approaches to repair invalid tests:

- **Reject_not_valid (REJ):** if a sequence contains an event that is invalid at the time in which it is applied, the whole sequence is rejected.
- **Stop_at_error (STP):** if a sequence contains an event that is invalid at the time in which it is applied, the sequence is executed only until the error is reached. The following events are not tested.
- **Skip_error (SKP):** if a sequence contains an event that is invalid at the time in which it is applied, the single event is skipped, and the following events are executed.

### A. Generation of only valid tests

In order to avoid the generation of invalid tests, we modify the algorithm as presented in Alg. 2. In this new version of the generation algorithm, called CNST, we collect the t-wise automata not starting from an empty automaton but from the automaton that accepts only valid sequences of inputs for the FSM under test (lines 4 and 24). Moreover, the FSM may never accept a given permutation of t events, and in this case this tuple is said infeasible.

**Example 4.** For the Mealy machine in Fig. 1, the tuple \(a−c−b\) is infeasible, because the input symbol \(b\) cannot be accepted after the first two symbols.

Since there is no valid test that covers infeasible tuples, it is important to detect and discard them form the requirements. This is done in the algorithm at line 16 where it checks if a tuple \(p\) that cannot be collected with the current automaton, can instead be collected with the automaton containing only the constraints of the FSM (automaton(\(F\))). If \(p\) cannot be collected even with the automaton(\(F\)), then it means that the tuple is infeasible.
Algorithm 2 Algorithm for test generation

Require: $I$ the set of events
Require: $F$ the finite state machine
Require: $t$ the strength of the tests
Require: $N$ the max number of tuples for each test sequence

Ensure: $TS$ the test suite for CST

1: \( T \leftarrow t\)-permutations of $I$ 
2: \( TS \leftarrow \emptyset \) 
3: \( i \leftarrow 0 \) 
4: \( A \leftarrow \text{automaton}(F) \triangleright \text{init A with the FSM automaton} \) 
5: while \( T \neq \emptyset \) do 
6: \( p \leftarrow \text{a random element in } T \) 
7: \( a \leftarrow \text{automaton}(p) \) 
8: if \( a \cap A \neq \emptyset \) then 
9: \( A \leftarrow a \cap A \) 
10: \( T \leftarrow T - \{p\} \) 
11: \( i \leftarrow i + 1 \) 
12: if \( i \geq N \) then 
13: \( \text{ADDTest}(TS, A) \) 
14: \( i \leftarrow 0 \) 
15: end if 
16: else if \( \text{automaton}(F) \cap a = \emptyset \) then \( p \) is infeasible 
17: \( T \leftarrow T - \{p\} \) 
18: end if 
19: end while 
20: \( \text{ADDTest}(TS, A) \) 

Algorithm 3 Monitoring

1: \( \text{procedure AddTest}(TS, A, T) \) 
2: \( \text{test} \leftarrow \text{string}(A) \) 
3: for all \( t \in T \) do 
4: \( \text{if isAccepted(test, automaton(t)) then} \) 
5: \( T \leftarrow T - \{t\} \) 
6: \( \text{end if} \) 
7: \( \text{end for} \) 
8: \( TS \leftarrow TS + \text{test} \) 
9: \( A \leftarrow \text{automaton}(F) \) 
10: \( \text{end procedure} \)

Example 5. Fig. 3 shows the collecting operation between an automaton representing the SUT and the pair 1 – 0. As the figure shows, the resulting automaton can contain much more states and transitions than the original one.

B. Monitoring

To further optimize the generation, we can perform monitoring which consists in checking if a test generated for a set of tuples accidentally covers other tuples as well. Algorithm 3 implements monitoring works: once a test is generated, all the tuples that are still not covered are checked against the test. If a tuple is covered, then its is discarded. To check if a tuple is covered by a test, we can check if the automaton representing that tuple accepts the test sequence. Note that while the collecting of Alg. 2 can be expensive, since it requires the operation of intersection among automata, monitoring is generally much faster since acceptance is easily computed.

IV. Method evaluation

We use the \texttt{dk.brics.automaton} [22] Java package to build automata representing the FSM of the whole system and each tuple of events. The code we have used to execute the method evaluation can be found in the following public repository: https://github.com/fmselab/FiniteStateMachineCombinatorial.

To evaluate our automata-based generation method for sequence combinatorial testing of Finite State Machines, we have tested and analysed the coverage of the pair-wise test sequences over four different systems described using FSMs (see Table I): the IEEE 11073 PHD’s communication model (already analysed and tested with different approaches in [4] and [33]), a pattern matching system (for the recognition of the regular expression 011[01]1), a simple elevator and a vault that can be unlocked only by the combination ”12345”. As shown in Table I, we use different values of $N$ among the models since the PHD communication model is more complex than the others, and the intersection operation times out with $N$ greater than 10 for it.

We have represented all the benchmark systems using the SMC (State Machine Compiler) standard language [26] that allows to express the behavior and generate the classes in a lot of different languages, by using the included compiler. Listing 1 shows an example of the SMC description of the \texttt{vault} benchmark, where char1…char5 are the events fired by the FSM when a number is pressed.

The results of the evaluation of our methods, by executing the test generation process 10 times for every combination of options, are reported in Table II.

In particular, we are interested in answering the following research questions:

RQ1 How does the sequence generation time correlate with the size of the system, depending on the method?
RQ2 How the CNST method impacts the number of valid sequences and coverage w.r.t. the other methods (REJ, SKP, and STP)?
RQ3 How does the monitoring optimization influence the coverage of the sequences?
RQ4 How does the number of pairs covered by the sequences correlates with the value chosen for the parameter $N$?
RQ5 How does the sequence generation time correlate with the value chosen for the parameter $N$?
Listing 1. Example of SMC description of the vault benchmark

%class Vault
%package examples

%start MainMap::Idle
%map MainMap

% Idle
{ char1 First_number { no_response(); } }
First_number
{ char2 Second_number { no_response(); } }
Second_number
{ char3 Third_number { no_response(); } }
Third_number
{ char4 Fourth_number { no_response(); } }
Fourth_number
{ char5 unlocked { no_response(); } }

TABLE I
BENCHMARKS

<table>
<thead>
<tr>
<th>PHD Communication Model</th>
<th>Pattern Recognition</th>
<th>Elevator</th>
<th>Vault</th>
</tr>
</thead>
<tbody>
<tr>
<td># Automata per test sequence ($N$)</td>
<td>10</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td># Transitions</td>
<td>65</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td># States</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td># Events</td>
<td>23</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td># Event pairs</td>
<td>529</td>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td># Valid event pairs</td>
<td>484</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td># Event triples</td>
<td>12,167</td>
<td>8</td>
<td>512</td>
</tr>
<tr>
<td># Valid event triples</td>
<td>10,648</td>
<td>8</td>
<td>125</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PHD</td>
<td>NO CNST</td>
<td>41</td>
<td>20</td>
<td>11</td>
<td>17</td>
<td>708</td>
<td>41</td>
<td>484</td>
<td>5</td>
<td>51</td>
<td>428.40</td>
<td></td>
</tr>
<tr>
<td>PHD</td>
<td>NO Skp</td>
<td>45</td>
<td>20</td>
<td>2</td>
<td>15</td>
<td>693</td>
<td>0</td>
<td>270</td>
<td>5</td>
<td>39</td>
<td>135.60</td>
<td></td>
</tr>
<tr>
<td>PHD</td>
<td>NO Rej</td>
<td>45</td>
<td>19</td>
<td>2</td>
<td>15</td>
<td>701</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>144.24</td>
<td></td>
</tr>
<tr>
<td>PHD</td>
<td>NO Stp</td>
<td>45</td>
<td>20</td>
<td>2</td>
<td>15</td>
<td>692</td>
<td>0</td>
<td>49</td>
<td>2</td>
<td>12</td>
<td>150.80</td>
<td></td>
</tr>
<tr>
<td>PHD</td>
<td>YES CNST</td>
<td>41</td>
<td>21</td>
<td>15</td>
<td>17</td>
<td>723</td>
<td>41</td>
<td>484</td>
<td>5</td>
<td>51</td>
<td>474.92</td>
<td></td>
</tr>
<tr>
<td>PHD</td>
<td>YES Skp</td>
<td>45</td>
<td>20</td>
<td>2</td>
<td>15</td>
<td>686</td>
<td>0</td>
<td>271</td>
<td>5</td>
<td>39</td>
<td>185.08</td>
<td></td>
</tr>
<tr>
<td>PHD</td>
<td>YES Rej</td>
<td>45</td>
<td>18</td>
<td>2</td>
<td>15</td>
<td>695</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>131.00</td>
<td></td>
</tr>
<tr>
<td>PHD</td>
<td>YES Stp</td>
<td>45</td>
<td>18</td>
<td>2</td>
<td>15</td>
<td>701</td>
<td>0</td>
<td>55</td>
<td>3</td>
<td>16</td>
<td>168.05</td>
<td></td>
</tr>
</tbody>
</table>

Pattern rec. NO CNST 1 | 4 | 4 | 4 | 4 | 1 | 4 | 5 | 4 | 0.07 |
Pattern rec. NO Skp 1 | 4 | 4 | 4 | 4 | 1 | 4 | 5 | 4 | 0.06 |
Pattern rec. NO Rej 1 | 4 | 4 | 4 | 4 | 1 | 4 | 5 | 4 | 0.06 |
Pattern rec. NO Stp 1 | 4 | 4 | 4 | 4 | 1 | 4 | 3 | 3 | 0.07 |

Pattern rec. YES CNST 1 | 4 | 4 | 4 | 4 | 1 | 4 | 5 | 4 | 0.07 |
Pattern rec. YES Skp 1 | 4 | 4 | 4 | 4 | 1 | 4 | 5 | 4 | 0.06 |
Pattern rec. YES Rej 1 | 4 | 4 | 4 | 4 | 1 | 4 | 5 | 4 | 0.07 |
Pattern rec. YES Stp 1 | 4 | 4 | 4 | 4 | 1 | 4 | 3 | 3 | 0.07 |

Elevator NO CNST 1 | 12 | 12 | 12 | 12 | 1 | 25 | 4 | 6 | 0.55 |
Elevator NO Skp 3 | 13 | 11 | 13 | 12 | 3 | 0 | 0 | 0 | 65.50 |
Elevator NO Rej 3 | 13 | 11 | 13 | 12 | 3 | 0 | 0 | 0 | 65.50 |
Elevator NO Stp 3 | 13 | 11 | 13 | 12 | 3 | 0 | 0 | 0 | 79.08 |

Elevator YES CNST 1 | 12 | 12 | 12 | 12 | 1 | 25 | 4 | 6 | 0.58 |
Elevator YES Skp 3 | 14 | 11 | 13 | 12 | 3 | 0 | 0 | 0 | 62.25 |
Elevator YES Rej 3 | 13 | 11 | 13 | 12 | 3 | 0 | 0 | 0 | 99.37 |
Elevator YES Stp 3 | 12 | 10 | 11 | 11 | 3 | 0 | 4 | 4 | 87.16 |

Vault NO CNST 1 | 5 | 5 | 5 | 5 | 1 | 10 | 6 | 5 | 0.21 |
Vault NO Skp 2 | 10 | 5 | 7 | 15 | 1 | 10 | 6 | 5 | 2.43 |
Vault NO Rej 2 | 10 | 4 | 7 | 14 | 0 | 6 | 5 | 4 | 1.50 |
Vault NO Stp 2 | 10 | 5 | 5 | 7 | 15 | 0 | 6 | 5 | 4 | 1.50 |

Vault YES CNST 1 | 5 | 5 | 5 | 5 | 1 | 10 | 6 | 5 | 0.21 |
Vault YES Skp 2 | 9 | 5 | 7 | 14 | 0 | 10 | 6 | 5 | 1.40 |
Vault YES Rej 2 | 9 | 5 | 7 | 14 | 0 | 0 | 0 | 0 | 1.80 |
Vault YES Stp 2 | 10 | 4 | 7 | 14 | 0 | 10 | 6 | 5 | 1.50 |

RQ7 Is our method better than the standard sequence generation method based on SCAs?

A. RQ1: Sequence generation time and system size
By observing the generation time of the sequences in Table II, we can see that for small systems (such as the elevator) the

1Experiments have been run on a computer with 14GB of RAM and a Intel® Core™ i5-750 CPU

RQ6 How does the total length of sequences correlate with
time required by CNST is much smaller than the time required by the others. The reason is that repairing the sequences significantly takes more time than the sole generation time. Contrariwise, for systems that have many events, CNST is the slowest since the generation of the sequences by complying the constraints of the FSM requires more time than the repairing of the sequences. In this case, building the intersection among automata is time consuming, since they must contain the system constraints from the beginning. However, CNST leads to better results in terms of coverage as discussed below.

B. RQ2: Coverage and valid sequences with CNST

As can be seen from the results in Table III, our method CNST, that generates test sequences following the constraints imposed by the FSM of the system, leads to better (or equal) results than the other approaches:

- The percentage of valid sequences is higher. In many cases, other methods do not produce valid sequences. In those cases, we must repair the sequences (with one of the three proposed approaches) to still perform testing.
- The overall coverage (event pairs, states and transitions) is higher or the same for CNST compared to the other methods, because we can execute all the sequences since they contain only valid events.

Note that the pairs coverage is computed only over the number of feasible pairs because some of them cannot be covered due to the constraints imposed by the system.

C. RQ3: Monitoring

By comparing the results obtained without using the monitoring optimization and the ones obtained with the monitoring optimization (Table IV) we can see that the methods that involve the repairment of the sequences generally have a better or equal coverage when the monitoring is executed. This is reasonable because without monitoring we have more sequences that can fail and, in some cases, when the test sequence is invalid we have to stop its execution before its termination. Also considering all the methods together (Table V), the monitoring optimization always produces better results.

Moreover, in these experiments, the monitoring optimization has shown to be not time consuming, so we expect that it is a good choice to apply it.

D. RQ4: Correlation between the number of covered pairs and \( N \)

When the sequence repairing process is used, the number of the pairs covered is influenced also by the value chosen for the parameter \( N \) (number of automata per batch). Figure 4 (in the case of the PHD communication model) shows that for the SKP repairment method, the number of covered pairs has a growing trend with increasing \( N \). This happens because if we have long sequences, we can include into them more pairs and, since we skip the events that are invalid, we can cover more pairs. On the other hand, Figure 5 (in the case of the PHD communication model) shows that for the STP repairment method, the number of covered pairs has a decreasing trend with the growth of \( N \) because having long sequences means that, when an invalid event is reached, we stop the execution of the whole sequence, so we do not execute a lot of events. A similar behavior can be observed by using REJ. Contrariwise, if the CNST method is used, the number of covered pairs remains constant when \( N \) varies, because all the pairs that are added in a test sequence satisfy all the constraints. This means that, for SKP method, a big \( N \) can improve the coverage while for STP and REJ it is better to have many short tests.

E. RQ5: Correlation between generation time and \( N \)

The tester can arbitrarily choose the value of \( N \) depending on the generation and repairment method chosen but nevertheless, it is important to consider that the sequence generation
time increases exponentially with the increment of $N$, because the intersection of $N$ automata usually requires much more time than the intersection of $N - 1$ automata, especially for rather high value of $N$. Fig. 6 shows the correlation between generation time and $N$ when the constraints are not considered in the generation phase (in the example the STP method is used on the PHD benchmark). Even when considering the constraints during the generation phase (CNST method on the PHD benchmark) the correlation between $N$ and the generation time is exponential (see Fig. 7). However, increasing $N$ leads to smaller test suites, as shown in the following RQ.

**F. RQ6: Correlation between the length of the sequences and $N$**

Increasing the value of the number of automata per test ($N$) obviously leads to a decrease of the number of sequences. Moreover, increasing $N$ the total number of events in the test suite decreases too. Fig. 8 reports that the sum of the lengths of each single sequence decreases when $N$ increases. This is reasonable because the more is the length of the sequence, more possible is that we can avoid repeating the first event of the pair we want to test. Even if Fig. 8 shows the plot for the CNST method, we have verified that the same trend is respected also by methods that repair the sequences.

**G. RQ7: Comparison between automata-based generation method and SCAs**

To compare the results obtained by our automata-based method with the ones coming from the use of SCAs we have computed also the coverage information for the 3-wise testing (Table VI). We have generated the SCAs for each our benchmark by using the tool provided by [24].

SCAs are based only on permutations of $n$ events, thus they don’t consider the constraints of the system. For this reason, we need to repair even the sequences produced by the SCAs generator. As the standard approach with SCAs produces sequences all with the same length (equal to the number of the events considered), the total length of the test sequences is shorter than those obtained with our automata-based method. Also the sequences generation time is shorter because compute all the permutations is less complex than compute the intersection among automata.

Table VII shows the summary of the comparison between the coverage obtained by our method and the one by SCAs (with different repairing procedures). The results confirm that our automata-based method performs better than SCAs in every analyzed aspects. Even comparing the coverage of the

\[ \text{For the PHD benchmark we had to reduce the value of } N \text{ due to the high complexity of the system: with } N > 6 \text{ 3-wise automata the generation times out.} \]
We can see that $t_{\text{observed}} > t_{\text{critical}}$, so we can reject the hypothesis that the two methods perform in the same way, in terms of coverage, with 8 degrees of freedom.

V. RELATED WORK

Combinatorial interaction testing (CIT) has been shown to be an effective approach to manage the complexity of the growth of the number of software based on the interaction with the user. There are many techniques have been proposed to generate event-based software.

Covering Arrays (SCAs) [8]--[9] that provide set of permutations of the events supported by the system. Many authors apply combinatorial-based event sequence techniques to generate these kind of data.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SCA</td>
<td>Monitor</td>
<td>10</td>
<td>25,277</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>29.17%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.10%</td>
</tr>
<tr>
<td></td>
<td>SCA</td>
<td>20</td>
<td>50,555</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>29.17%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.10%</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>20</td>
<td>50,555</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>29.17%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.10%</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>20</td>
<td>50,555</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>29.17%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.10%</td>
</tr>
</tbody>
</table>

TABLE VI: COMPARISON BETWEEN SCA AND AUTOMATA-BASED METHOD (3-WISE TESTING)

SCAs with the one got by repairing the sequences obtained with the one got by repairing the sequences obtained (11.10% of overall coverage), for the automated-based method vs. 20.03% for SCA-standard approach except for the percentage of valid sequences. Since SCA-generate fewer test sequences, the results tell that the automata-based method is overall better than SCAs method, and it is confirmed by the paired t-test [2].

The classical approach for CIT requires the use of Sequence Automata-based methods (SAMS) [10] that provide a set of sequences.

In [11], the authors apply combinatorial-based event sequence techniques to generate these kind of data.
quency methods to test Android applications, aiming to minimize the execution of events and maximize the coverage of event combinations. However, they only use a greedy algorithm and they don’t consider the constraints about the order of events imposed by the SUT. CST has been also used for browser fingerprinting in [14], where the authors show that combinatorial properties have an impact on browsers’ behavior during the TLS handshake with a server, and in [31] where an interaction-based test sequences generation method for testing Web Apps is proposed. The same TLS protocol has been tested also in [13], where weighted t-way sequences are used to derive sequence test cases for its testing. The methods described in [18] can be used for testing mission critical systems that accept multiple inputs and generate outputs to several communication links, where it is important to test the order in which events occur.

A different technique is used in [25], where the authors present a feasible test suite generation technique using a meta heuristic search called Simulated Annealing (SA) for T-way EDISTC-SA generator.

The main problem of the application of combinatorial testing in actual event-based systems is that, in many cases, some event can be fired only when a certain event has already been fired. This is why it is essential to consider also the constraints of the system while generating test sequences. The authors of [2] describe an approach to test suite generation for Constrained Combinatorial Testing (CCT) based on Answer Set Programming. In [7], the authors propose a solution for CCT in which the constraints on the input parameter values are expressed as logical predicates that can be solved by a formal logic tool.

Another approach that aims to deal with constraints in CIT is the algorithm IPOG-C [34] which includes optimizations to improve the performance of constraints handling. In [20], two novel algorithms to deal with constraints in CIT are presented: CCS (Construct Constraint Set) and CTWC (Combinatorial Testing With Constraint). The former computes implied constraints, while the latter uses the results of CCS to facilitate the test generation process.

Latest software systems permit a high configurability, in terms of parameter. In this research field, CIT has become widely used. For example, the authors of [11] describe how CIT can be extended, by adding some new testing policies able to check if the model correctly identifies constraints among the various software parameters.

In the methods described into this paper we have used FSMs to represent the constraints of the system. Other notations have been proposed in other papers. For example, in [9], the authors develop a notation for specifying sequencing constraints and present a t-way test sequence generation method that handles the constraints specified in this notation. The authors of [12] discuss automatic test sequence generation and coverage criteria for testing abstract state machine (ASMs).

VI. CONCLUSIONS

Testing event-based systems can be very challenging because most of them are described using incomplete Finite State Machines. For this reason, it is possible that a specific input cannot be applied when the system is in a particular state, or also that the response of the system for it is not defined.

Classical approaches used to test event-based systems use Sequence Covering Arrays (SCA) but they do not consider the constraints imposed by the system, so some of the test sequences can be useless or in need of repair.

In this paper, we have proposed a novel solution for test-sequences generation that exploits the FSMs and their representation through automata. The approach consists in using the SUT FSM as a description of constrains, turned into an automaton, and representing each tuple of events to be tested with a t-wise automaton. The intersection between the two kinds of automata, if it exists, produces another automaton that complies with the constraints of the system and covers the considered tuple. We have also devised three repairing methods that allow the execution of invalid test sequences, by rejecting the whole sequence, skipping the wrong event or stopping at the first wrong event.

Our method has shown better performance (in terms of coverage and valid sequences) than the standard SCAs approach, even when the repairment of the test sequences is applied. Moreover, with the automata-based method we can also generate test sequences with multiple repetitions of the same event (for example by testing the pair $e_i - e_j$), while with SCA, a single occurrence for each event is allowed. This is an important aspect because some systems can show malfunctions only when an event is repeated multiple times. Using automata to generate tests can be very time consuming and, for this reason, we have introduced a limit on the number of t-wise automata that can be collected together.

As future work, we will try to apply this method in systems that do not have a well know FSM structure, by applying a preprocessing procedure to automatically learn the behavior of the SUT and representing it using the FSM formalism or an automata-based representation.
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