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Abstract—SW-based systems depend more and more on AI also for critical tasks. For instance, the use of machine learning, especially for image recognition, is increasing ever more. As state-of-the-art, Convolutional Neural Networks (CNNs) are the most adopted techniques for image classification. Although they are proved to have optimal results, it is not clear what happens when unforeseen modifications during the image acquisition and elaboration occur. Thus, it is very important to assess the robustness of a CNN, especially when it is used in a safety critical system, as, e.g., in the medical domain or in automated driving systems. Most of the analyses made about the robustness of CNNs are focused on adversarial examples which are created by exploiting the CNN internal structure; however, these are not the only problems we can encounter with CNNs and, moreover, they may be unlikely in some fields. This is why, in this paper, we focus on the robustness analysis when plausible alterations caused by an error during the acquisition of the input images occur. We give a novel definition of robustness w.r.t. possible input alterations for a CNN and we propose a framework to compute it. Moreover, we analyse four methods (data augmentation, limited data augmentation, network parallelization, and limited network parallelization) which can be used to improve the robustness of a CNN for image classification. Analyses are conducted over a dataset of histologic images.

Index Terms—Convolutional Neural Networks, robustness, alteration, image classification

I. INTRODUCTION

Machine Learning (ML) and especially Convolutional Neural Networks (CNNs) are used in image classification, also for performing critical tasks [13], [23]. Although extensive learning can be applied, it is not clear what happens when unforeseen modifications during the image acquisition process occur. This is due to the fact that machine learning is almost a “black box” technique [6]. For example, it is possible that, for some errors in the acquisition and elaboration process, input images are blurred, contain some noise, are underexposed or overexposed. Moreover, the image classification can be used over a JPEG compressed image, which has a lower quality w.r.t. the images used in the training phase. For crucial tasks, like diagnosis in the medical sector, or for automated driving systems, the accuracy of CNNs over altered images can be a critical factor.

Many studies have been conducted on the robustness of a neural network versus input alterations. Most of them put their focus on the generation of adversarial examples, by pursuing the most common approach in software testing that aims at finding particular inputs that show the failure of the system. For instance, [29] defines robustness as the ability to classify in the same category similar inputs, even if they are adversarial examples, and it suggests several solutions that can improve the robustness of a network versus adversarial examples.

However, since adversarial examples are created by exploiting the CNN internal structure [25], they may be unlikely to occur during the CNN operation (as also noted in [20], [21], [33]); on the other hand, they may not include plausible alterations that could really happen during the CNN usage. Our position is that a robustness measure should take into account all the plausible domain specific alterations.

For this reason, in this paper, we propose a testing approach (complementary to that pursued by adversarial examples) that aims at gaining confidence on the reliability of the image recognition system in its typical working condition [12]. In particular, (i) we define a way to formalize plausible alterations, (ii) we propose a measure of robustness w.r.t. these alterations, and (iii) we study how robustness can be improved, using 4 techniques for CNN retraining. Since most researches in CNN testing focus on adversarial examples, we also study the relation between our alterations and adversarial examples; to this aim, we introduce a measure of adversariability that can be compared with our definition of robustness.

As case study, we consider image classification in the medical domain. Namely, we define plausible alterations that can occur during image acquisition in medical practice, we measure robustness for a CNN trained to recognize cancers, and we assess how much robustness improves with the four CNN retraining techniques. We have found that CNN robustness can be not optimal, but it can be improved without losing accuracy over the unaltered images. We have discovered that the best way to improve robustness is to train the network by applying a variant of Data Augmentation (DA), called Limited Data Augmentation (LDA), that adds only the alterations which are proven to lead to an accuracy lower than 100% with the original network. A less effective but lighter alternative is the Network Parallelization technique, which trains a parallel network using only the alterations which are proven to lead
to an accuracy less than 100%, as in LDA. 

Paper structure. Sec. II provides the necessary background. Then, Sec. III gives our novel definitions of alteration and robustness, and also introduces the notion of adversarially to assess how robustness relates to approaches based on adversarial examples. Sec. IV presents the running case study, the dataset used, and the trained CNN. Sec. V shows how to measure robustness, and Sec. VI analyses four ways that can be used to improve the robustness of a CNN, and shows their application to the case study. Sec. VII reviews some works related to the analysis of the robustness of the CNNs used to classify images, and Sec. VIII concludes the paper.

II. BACKGROUND

A convolutional neural network (CNN) is a type of deep neural network mainly used to analyse images. CNNs use the linear mathematical operation convolution (instead of the regular matrix multiplication) in at least one of their layers [23].

CNNs can be trained to be used as binary classifier to assess, e.g., whether an image contains a given element of interest.

Definition 1 (Binary classifier). A binary classifier $C$ for images can be seen as a Boolean function that tells whether an image $p$ has the characteristic of interest, i.e.,

$$C(p) \iff C \text{ classifies } p \text{ as belonging to a set of interest}$$

In order to train and test the CNN $C$ to be used as classifier, different sets of labelled images are used: $IS$ is the input set of images divided in training set $TR$ and validation set $VA$ (i.e., $IS = TR \cup VA$); $TE$ is the test set.

Since we use the CNN as a binary classifier, we measure its quality in terms of accuracy, as done in [34] and [28]. However, any other quality measure could be used.

Definition 2 (Accuracy). The accuracy of a binary classifier $C$ w.r.t. a set of images $P$ is defined as the ratio of correctly evaluated images in $P$, i.e.,

$$acc(C, P) = \frac{|\{p \in P \mid C(p) = label(p)\}|}{|P|}$$

where label gives the correct evaluation of an image $p$.

Although the accuracy can be computed w.r.t. any set of images, in the following, we will do it w.r.t. the test set $TE$.

III. PROPOSED ROBUSTNESS MEASURE

We expect that, given a classifier $C$, by altering an image $p$, the trustworthiness of the response of $C$ will change and it will likely decrease by increasing the alteration level. Therefore, the accuracy of the classifier also depends on the quality of the images used in testing. Fig. 1 shows how the classifier accuracy diminishes when changing the brightness of the images in $TE$.

How can we define and measure the robustness of a classifier when an alteration occurs? First, we define what we mean with alteration and then we provide a definition of robustness.

Definition 3 (Alteration). An alteration of type $A$ of a digital image is a transformation of the image that mimics the possible effect over the image when a problem in image acquisition, or in its elaboration, occurs in reality. In the following, we identify with $[L_A, U_A]$ the range of plausible alterations of type $A$; moreover, we identify with $P^A_i$ the set of images obtained by altering all the images in $P$ with an alteration of type $A$ of level $i \in [L_A, U_A]$. We require one element $I_A \in [L_A, U_A]$ to be the unaltered value, i.e., $P^{A_0} = P$.

Typical alterations are translation, blur, noise, compression, and zoom. For each alteration $A$, the user defines a suitable interval $[L_A, U_A]$ by analysing the risks that may occur during image processing. For example, the camera used for acquisition could have a damaged sensor, causing an alteration of the image brightness: we can set the alteration value to $U_A=50\%$ for an overexposed image, and $L_A=-50\%$ for an underexposed image. Note that these artificial alterations must mimic real one, e.g., in translation, no black border should be inserted\(^1\).

Given a set of alterations, we define robustness as follows.

Definition 4 (Robustness). Let $\Theta$ be a threshold representing the minimum accepted accuracy. The robustness of a classifier $C$ w.r.t. transformation of type $A$ in the range $[L_A, U_A]$ (using a set of images $P$) is defined as the percentage of alteration values for which the accuracy is above $\Theta$. Formally:

$$rob_A(C, P) = \frac{\int_{U_A}^{L_A} H(acc(C, P^x) - \Theta) dx}{U_A - L_A}$$

where $H(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases}$

As said before, we have decided to compute the accuracy and the robustness by using the test set, so $P = TE$.

Fig. 1 shows robustness representation with $\Theta = 80\%$. Since computing robustness is not feasible (as it requires to use an infinite number of alterations), we approximate it as follows.

Definition 5 (Approximate robustness). Given $n$ equi-distributed points $SP = \{i_1, \ldots, i_n\}$ sampled in the interval $[L_A, U_A]$ of all the possible alterations of type $A$, the approximate robustness is defined as:

$$rob_{AP}(C, P) = \frac{|\{i \in SP \mid acc(C, P^{i}) \geq \Theta\}|}{|SP|}$$

The previous definitions use the accuracy to compute the CNN robustness. However, the definitions could be adapted to use recall, precision, or F1-score, depending on the context.

Adversariality: Although the alterations considered by our robustness function are those that are more likely to occur in reality, they may not consider some rare cases that could be particular difficult for the network. A well-established line of research aims at finding these adversarial examples [25] that can mislead the classifier. Differently from our alterations, they are built starting from the network internal structure; namely, given an image $p$ correctly classified, an adversarial example is a modification $p'$ of $p$, computed considering the network

\(^1\)Note that black borders removal is automatically done by the CNN preprocessing.
structure, so that $p'$ is wrongly classified. Different approaches have been proposed for generating adversarial examples, each one considering different aspects of the network; please refer to [35] for a survey. Even if adversarial examples could be less likely to occur in many fields [20], they can still occur; therefore, we also consider them in our analyses. To this aim, in the following we propose a notion of adversariability which will be used to evaluate to what extent adversarial examples and our alterations are related, i.e., whether there is a relation between adversariability and robustness.

Differently from alterations, the generation of adversarial examples does not directly provide us a measure of difference between the starting image and the modified one. Therefore, we use the classical definition of structural similarity index taken from [5], defined as follows.

**Definition 6 (Structural similarity index).** The structural similarity index between the two images $p$ and $q$ is defined as:

$$S(p, q) = \frac{(2\mu_p\mu_q + c_1)(2\sigma_{pq} + c_2)}{\mu^2_p + \mu^2_q + c_1(\sigma^2_p + \sigma^2_q) + c_2}$$

where $\mu_p$ and $\mu_q$ are the averages of the pixel values in $p$ and $q$, $\sigma^2_p$ and $\sigma^2_q$ are the variances of $p$ and $q$, $\sigma_{pq}$ is the covariance of $p$ and $q$, and $c_1$ and $c_2$ are two constants.

The value $S(p, q)$ is in interval $[0, 1]$, where 1 means that the images are identical.

Let's $ADVEX(C, p)$ be the set of adversarial examples (generated by a given technique) for a classifier $C$ and an image $p$. $ADVEX(C, p)$ is empty if $p$ cannot be modified in a way to mislead $C$ or the generation technique of $ADVEX$ is not powerful enough. Among all adversarial examples (which can be many), we select the most adversarial one:

**Definition 7 (Most adversarial example).** Let $C$ be a binary classifier, and $p$ an image correctly classified, i.e., $C(p) = label(p)$. We define the most adversarial example as the most similar image to $p$ that is misclassified (if it exists), formally:

$$p^{ae} = \arg\max_{p' \in ADVEX(C,p)} S(p, p')$$

If $ADVEX(C, p)$ is empty, we say that $p^{ae}$ does not exist.

By using Def. 6 and 7, we define the vulnerability w.r.t. adversarial examples as follows.

**Definition 8 (Adversariability).** Let $C$ be a binary classifier, and $P$ a set of images. We define the adversariability of $C$, as the percentage of correctly evaluated images $p$ of $P$ for which there exists an adversarial example $p^{ae}$, weighted by the similarity index between $p$ and $p^{ae}$. Formally:

$$\text{adv}(C, P) = \frac{\sum_{p\in CE} S(p, p^{ae})}{|CE|}$$

where $\hat{S}$ is equal to the similarity $S$ if the adversarial example $p^{ae}$ exists, 0 otherwise; and $CE = \{p \in P \mid C(p) = label(p)\}$ is the subset of $P$ of images correctly evaluated.

$\text{adv}(C, P)$ is in the range $[0, 1]$, where higher values mean that $C$ is more vulnerable to adversarial examples. Note that

adversarial examples $p^{ae}$ that are more similar to the original image $p$ (i.e., those having higher similarity index $\hat{S}(p, p^{ae})$) are those that contribute the most to the adversariability: indeed, they represent the most insidious cases in which an imperceptible modification misleads the classification.

Similarly to robustness, in the following, the adversariability will be always computed w.r.t. the test set $TE$.

**IV. Case study**

Breast cancer (particularly, Invasive Ductal Carcinoma (IDC)) is one of the main causes of cancer death in women (~12% in 2019) and one of the most diagnosed cancers (1/3 of all cancers) [4]. All diagnoses are based on analysing images of histological features of tissue or cells removed with surgery or biopsy. These images are captured by a microscope and examined by pathologists to make a decision about the benignity or the malignity of the suspected cancer.

In this paper, we used the publicly available dataset curated by [16]: it consists of 162 images of slides scanned at 40×, from which a total of 277,524 labelled patches of 50×50 pixels were extracted (198,738 benign examples, and 78,786 malign examples). Examples of these images are reported online [1].

For the analysis proposed in this paper, we train and test a CNN $C_o$ supposed to identify whether the input image comes from a patient with IDC or not. For the implementation, we use Python and its library Keras. For the network structure, we have been inspired by [24] that describes a CNN for breast cancer identification. The first layer in $C_o$ is a convolutional layer, with 32 filters, 3×3 kernels, followed by a rectified linear unit (ReLU) activation function. Then, we insert a batch-normalization layer, a max-pooling layer and a drop-out of 0.3 to prevent over-fitting. After these layers, we put a double couple of convolutional layers (64 filters, with 3×3 kernels) and ReLU activation functions. To further prevent over-fitting, we insert another batch normalization layer followed by a max-pooling layer. The last block of layers is composed of a fully-connected-layer with ReLU activation, a batch normalization with a drop-out of 0.5, and a sigmoid classifier.

$C_o$ has 63,106 parameters and its training took 2h08m. We used an input set $IS_{C_o}$ of 210,593 images taken from the original dataset [16]: 70% (i.e., 147,415 images) have been used as training set $TR_{C_o}$, and the remaining 30% (i.e., 63,178 images) as validation set $VA_{C_o}$; $C_o$ achieved an accuracy of 86,46% on the test set $TE_{C_o}$ composed of the remaining 66,931 images.

The Python scripts used to achieve the results presented in this paper, the plots of the accuracy, and all the instructions to replicate the results can be retrieved online [1].

**V. Measuring robustness**

In order to investigate the robustness of the CNN $C_o$ under study, we consider the alterations displayed in Table I, i.e., the most common alterations that can occur when working on digital images in the medical sector using a microscope: Horizontal (HT) and Vertical Translation (VT) and Rotation (Rot) may occur when the microscopic slides are incorrectly placed.
Brightness Variation (BV) may occur because each microscope has a different brightness for the produced images. Zoom (Z) is chosen by the user working with the microscope. Gaussian Noise (GN) simulates the possible effect of a wrong manipulation of the microscopic slide (e.g., too much dye has been used for contrast) [8]. We considered different values for the variance $\sigma^2$ of the noise.

Blur Addition (BA) may occur due to a small move of the tool causing a focus loss. We vary the radius $r$ of blurring.

JPEG Compression (JC) may occur when images are transferred in a lossy manner. We vary compression value $q$.

Following Def. 5, we compute the (approximate) robustness of the CNN $C_o$, by using its train set $TE_{C_o}$. We use $n=40$ total points $SP$, and a minimum accepted accuracy $\Theta$ = 80.00%. By applying the alterations in Table I to $TE_{C_o}$ and classifying all the altered images with $C_o$, we obtained the results in Table II reporting the values of $rob_A(C_o, TE_{C_o})$ for the different alteration types $A$. They confirm the invariance property of the network with respect to geometric transformations [19] (i.e., the classification does not change when some particular geometric transformations are applied): indeed, we have a robustness of 100% in translation, rotation, and zoom with the given minimum accepted accuracy $\Theta$. The changes of acc($C_o$, $TE_{C_A}$) obtained by applying the alterations of type $A$ can be observed in the plots in Fig. 2. Apart from the alterations achieving 100% robustness, we observe that some of the other alterations (e.g., JC) keep the accuracy value greater than $\Theta$ for most of their alteration interval, so leading to higher robustness values. For other alterations (e.g., GN), instead, the accuracy is lower than $\Theta$ for most of their alteration level, and so the robustness is lower.

We have also computed, by using test set $TE_{C_o}$, the adversaribility of the classifier $C_o$ (see Def. 8). We have obtained a set of adversarial examples (with L-BFGS Attack [35]) that lead to an adversaribility value $adv(C_o, TE_{C_o})$ = 0.38.

VI. HOW TO IMPROVE ROBUSTNESS

We have previously shown that altering the images to be classified leads to a decrement of the classifier accuracy. In safety critical systems (as the medical application of our case study), we want to have a system as robust as possible.

The first applicable solution is to create a more complex CNN, which is able to guarantee a better robustness; however, this solution could be too costly and, moreover, the designer could also not know how to modify the network to increase robustness. Therefore, in this paper, we consider additions to the training data or automatic extensions of the network that do not require the intervention of the designer.

In the following, we analyse the robustness improvement obtained with four techniques for CNN retraining. A good technique should not only improve the robustness, but also not degrade the classification of the unaltered images; therefore, we will also compute the accuracy of the retrained network.

We first consider the well-known solution of data augmentation (and one of its variant we have devised), and then a technique based on the training of a parallel network (and one of its variant). The techniques are compared in Table III.

A. Data Augmentation (DA)

Data augmentation (DA) is a wide subject [30]. In our context, DA consists in training the CNN by using both the original and the altered images. The major con of this solution is that we have to retrain the whole network and this can require a lot of time because it is not possible to retrain the original model using only the new augmented dataset, as this would cause a catastrophic forgetting, i.e., the loss of the knowledge learnt during the original training phase [17].

We tried DA by applying some alteration values\(^2\) of each alteration type $A$ to half of the images randomly selected.

\(^2\)To reduce the training time, we applied a limited number of alteration values to each image. We took 4 samples for each image when the alteration can be positive and negative, and only 2 samples when it can only be positive.
TABLE II
Robustness

<table>
<thead>
<tr>
<th>Alt.</th>
<th>$C_o$</th>
<th>$\Delta_{C_o}$</th>
<th>$C_{DA}$</th>
<th>$\Delta_{C_{DA}}$</th>
<th>$C_{LDA}$</th>
<th>$\Delta_{C_{LDA}}$</th>
<th>$C_{LNP}$</th>
<th>$\Delta_{C_{LNP}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HT</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>VT</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Rot</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>BV</td>
<td>17.07%</td>
<td>4 60.97%</td>
<td>4 70.73%</td>
<td>26.83%</td>
<td>17.07%</td>
<td>4 70.73%</td>
<td>26.83%</td>
<td>17.07%</td>
</tr>
<tr>
<td>Z</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>GN</td>
<td>19.51%</td>
<td>2 100.00%</td>
<td>2 100.00%</td>
<td>0.00%</td>
<td>2 100.00%</td>
<td>2 100.00%</td>
<td>0.00%</td>
<td>2 100.00%</td>
</tr>
<tr>
<td>BA</td>
<td>63.41%</td>
<td>2 100.00%</td>
<td>2 100.00%</td>
<td>0.00%</td>
<td>2 100.00%</td>
<td>2 100.00%</td>
<td>0.00%</td>
<td>2 100.00%</td>
</tr>
<tr>
<td>JC</td>
<td>87.80%</td>
<td>2 97.56%</td>
<td>9.76%</td>
<td>0.00%</td>
<td>2 97.56%</td>
<td>9.76%</td>
<td>0.00%</td>
<td>2 97.56%</td>
</tr>
<tr>
<td>AVG</td>
<td>73.47%</td>
<td>94.81%</td>
<td>97.29%</td>
<td>80.18%</td>
<td>81.09%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Accuracy modification using the CNN $C_{DA}$ (original CNN with the data-augmentation technique)

obtaining a total of 2,526,281 input images, i.e., we used the set $IS_{C_o}=IS_{C_o} \cup IS_{DA}$, where $IS_{DA}$ is the set of selected altered images and $IS_{C_o}$ the input set used for the original classifier $C_o$. We obtained the new classifier $C_{DA}$ with a training duration of 14h54m and a reached accuracy of 86.57% on the test set $TE_{C_o}$ (the same used for classifier $C_o$). Its robustness values $rob_A(C_{DA}, TE_{C_o})$ are shown in Table II. The value $\times n$ in Table II indicates the number of altered images of alteration type $A$ generated from each single standard image and $\Delta_{C_o}$ represents the robustness improvement w.r.t. the robustness of the original CNN $C_o$. The changes of $acc(C_{DA}, TE_{A})$ obtained by applying the alterations of type $A$ (only for the alterations that lead to a robustness less than 100% with the original CNN $C_o$) can be observed in Fig. 3 (other plots are reported online [1]). We observe that the performances of $C_{DA}$ (continuous lines) are much better than those of the original network $C_o$ trained only with unaltered data (dashed lines). For BV, we observe that the accuracy is improved more for larger alteration values than for small ones: this may due to the fact that the retraining does not get enough knowledge from small alterations, while it can learn larger alteration values because they are more distinguishable. Note that a similar effect (although less evident) can also be observed for GN and JC.

To conclude, we observe that although the overall accuracy (i.e., of unaltered images) improved only a little (86.57%), the robustness is much better.

Moreover, we have computed the adversaribility of $C_{DA}$ (over the test set $TE_{C_o}$), obtaining a value $adv(C_{DA}, TE_{C_o})=0.64$; the value is increased w.r.t. the value of $C_o$.

B. Limited Data Augmentation (LDA)

The main con of DA is that the training process is very time expensive. So, we here propose an alternative version to mitigate this problem. Exploiting the CNNs invariance properties, we propose to use augmented images only for the alterations that lead to a robustness less than 100% on $C_o$.

We trained the new CNN $C_{LDA}$ with images obtained by applying the selected alterations (BV, GN, BA, and JC) that obtain less than 100% robustness on $C_o$ (see Table II), obtaining in total additional 2,316,523 images, i.e., we used the input set $IS_{C_{LDA}}=IS_{C_o} \cup IS_{LDA}$, where $IS_{LDA}$ is the set of selected altered images and $IS_{C_o}$ the input set used for $C_o$. Using this dataset, we obtained the new classifier $C_{LDA}$ with a training duration of 13h39m and a reached accuracy of 86.64% on the test set $TE_{C_o}$ (the same used for the other classifiers). Its robustness values $rob_A(C_{LDA}, TE_{C_o})$ are shown in Table II. The value $\times n$ in the table indicates the number of altered images generated from each single standard image and $\Delta_{C_o}$ represents the robustness improvement w.r.t. $C_o$, while $\Delta_{C_{LDA}}$ is the improvement w.r.t. $C_{LDA}$. The changes of $acc(C_{LDA}, TE_{A})$ obtained by applying the alterations of type $A$ on the images in the test set $TE_{C_o}$ can be observed in the plots in Fig. 4. Other plots are reported online [1].

We observe that the average robustness of $C_{LDA}$ is better than $C_{DA}$ and $C_o$; this may be due to the fact that the retraining focuses on the weaknesses of the network. Considering the robustness of each single alteration, the only decrease happens with Rot, for which we did not augment input images; all the other alterations are classified better or equally than the previous solutions. So, LDA is a good choice, it is faster than the full data-augmentation training and provides better results.

Moreover, we have computed, by using the test set $TE_{C_o}$, the adversaribility of the classifier $C_{LDA}$, obtaining a valueitter.
adv(C_{LDA}, TE_{C_o}) = 0.39. We observe that its value is decreased w.r.t. the value of C_{DA}.

C. Network Parallelization (NP)

To overcome the computational cost of DA, we propose a different technique that adds to C_o a parallel network C_{Par}, trained with altered images only. The outcome of the whole network \( C_{NP} = C_o \parallel C_{Par} \) is given by the combination (using a max-layer) of the outputs of C_o and C_{Par}.

We trained C_{Par} with only the 2,315,688 images obtained by applying the alterations to the original ones in the input set \( IS_{C_o} \) (i.e., only using the set \( S_{DA} \) that we also used in DA). We obtained C_{Par} with a training duration of 13h26m; the reached accuracy of the total CNN C_{NP} is 87.10\% over the test set \( TE_{C_o} \). Its robustness values \( rob_A(C_{NP}, TE_{C_o}) \) are shown in Table II. The value \( \times n \) in Table II indicates the number of altered images generated from each single standard image, \( \Delta_{C_o} \), represents the robustness improvement w.r.t. C_o, while \( \Delta_{C_{DA}} \) w.r.t. C_{DA}. The changes of \( acc(C_{NP}, TE_{C_o}^A) \) obtained by applying the alterations of type A (for the alterations that lead to a robustness less than 100\% with C_o) can be observed in the plot in Fig. 5. We observe that the performance of the network C_{NP} (continuous lines in the graphs) is slightly better than the original network C_o trained with unaltered data (dashed lines in the graphs). The other plots are reported online [1]. We observe that \( \Delta_{C_{o}} \) in Table II is always greater than or equal to zero, so we have a better overall robustness w.r.t. C_o. Despite C_{NP} has a better accuracy than C_{DA}, it has worse robustness (see \( \Delta_{C_{DA}} \)). This is because we still have a part of the network trained with only the standard data, so it is possible that, taking the maximum probability from each branch of the network, some images could be classified in the wrong way but with a higher probability by the original branch of the network. For C_{NP}, we cannot compute the adversariability because no adversarial attack has been proposed for parallel networks (to the best of our knowledge), and existing attacks are not suitable because images that can be adversarial for the frozen net C_o may not be adversarial for the parallel net C_{Par} and the other way round.

D. Limited Network Parallelization (LNP)

As we did for data-augmentation in which we applied the limited-data augmentation (obtaining C_{LDA}), we apply the limitation technique also to NP, obtaining the limited-network-parallelization technique. We trained the parallel net C_{LimPar} with the 2,105,930 images obtained by applying the selected alterations (BV, GN, BA, and JC) to the original images in the input set \( IS_{C_o} \) that lead to a robustness decrease (i.e., images \( S_{LDA} \) used also in LDA). The final network C_{LNP} = C_o \parallel C_{LimPar} has been obtained with a training duration of 12h02m, and achieved an accuracy of 86.51\% over the test set \( TE_{C_o} \); the value is smaller than that obtained by C_{NP}. Its robustness values \( rob_A(C_{LNP}, TE_{C_o}) \) are shown in Table II. The value \( \times n \) in Table II indicates the number of altered images generated from each single standard image and \( \Delta_{C_o} \) represents the improvement with respect to the robustness of the original CNN C_o, while \( \Delta_{C_{NP}} \) indicates the robustness improvement w.r.t. the classifier C_{NP}. The changes of \( acc(C_{LNP}, TE_{C_o}^A) \) obtained by applying the alterations of type A on the images in the test set \( TE_{C_o} \) can be observed in the plot in Fig. 6. The other plots are reported online [1]. We observe that the performance of the network C_{LNP} (continuous lines in the graphs) is better than the original network C_o trained with unaltered data (dashed lines). Moreover, if we compare the results of C_{LNP} to those of C_{NP} (see Table II), we observe that it has the same performance of C_{NP} for all the alterations, except for brightness variation for which it behaves better. Note that its training takes almost one hour less than the training of C_{NP}. Therefore, the only disadvantage is that the accuracy is slightly smaller. As for C_{NP}, also for C_{LNP} it is not possible to compute the adversariability.
E. Discussion

Table III reports a brief summary of the main relevant information about the four methods presented in the previous subsections. We observe that the best solution is to retrain the whole model using LDA technique, because we have a very high resulting average robustness using less input images than the standard DA. In both methods, the training phase requires a lot of time (also considering that we are working on a medium-small dataset). Even the use of the network parallelization technique can lead to an improvement of the robustness of our CNN and, also in this case, the use of the limitation technique can slightly improve the performances in terms of both training time and average robustness.

Looking at Figs. 3, 4, 5 and 6, we notice that generally the higher the alteration is, the better our methods perform. This is reasonable because, including in the input set a image that is only slightly altered, does not give enough increment of the knowledge to the network to significantly improve the accuracy at a certain level of alteration.

Table III also reports the summary of the adversariability data for the classifiers $C$ for which it is possible to compute it: we do not see any correlation between robustness and adversariability, as we obtain good values of adversariability for both $C_o$ and $C_{LDA}$ that are very different in robustness. This seems to confirm that the testing based on the proposed alterations (aiming at increasing robustness) is complementary to that based on adversarial examples (aiming at reducing adversariability); however, further experiments with other case studies are needed to generalize the results.

VII. RELATED WORK

Different testing approaches have been proposed for CNNs. For example, the effectiveness of the traditional mutation tools in the context of neural networks testing has been analyzed in [9]. In other papers, e.g., [10], [36], authors validate a deep neural network using metamorphic testing.

Some of the alterations presented in this paper have already been studied, but no rigorous definition of robustness has been given. In [7], the sensitivity of a CNN when blur or noise alteration occurs is studied. [2] and [14] have studied the robustness of a network where a JPEG compression is applied to the input samples, and [27] analyses many alterations on images acquired by an autonomous driving system. A study of the robustness of CNNs to appearance variability in biomedical images is presented [26]. The authors introduce a new type of layer, called neighbourhood similarity layer (NSL), to improve the robustness w.r.t. changes in the appearance of objects that are not well represented by the training data. [3] introduces CNN-Cert, a general framework capable of certifying robustness on general convolutional neural networks, composed of convolutional layers, max-pooling layers, batch normalization layer, residual blocks, as well as general activation functions.

A methodology similar to the one used in this paper is used in image manipulation detection [18] but, also in this case, a formal definition of robustness has not been introduced.

Authors in [20] made the same as our observation that the adversarial condition is unlikely in many real contexts. They propose a definition of probabilistic robustness that guarantees that a neural network is robust with at least $(1-\epsilon)$ probability, given an input probability distribution; however, differently from us, they do not focus on any particular input alteration.

As stated in Sec. I, most of the papers regarding the robustness of the CNNs (and other kinds of neural networks) focus on the adversarial examples. [31] gives a theoretical analysis of the robustness of a NN with respect to adversarial examples. The authors propose a method to find the key reasons why an adversarial example can fool a classifier and to add these oracles to make the network immune to a specific kind of adversarial example. [22] analyzes the lower bound on the robustness to adversarial perturbations, verifying the results on the MNIST and CIFAR-10 data sets. In [15], the authors propose the Cross-Lipschitz regularisation functional to improve the robustness of the network against adversarial manipulations. [11] studies the robustness w.r.t. adversarial examples of a generic classifier by using semi-random noise, that has proven to generalize in a simple way the adversarial examples and the random noise.

Studies have also been conducted over the robustness (for adversarial examples) of compressed CNNs models [32] created for mobile apps, where a full CNN cannot be used, be-

![Fig. 6. Accuracy modification using $C_{LNP}$ (original CNN with limited-network-parallelization)](image)

<table>
<thead>
<tr>
<th>$C$</th>
<th>Input size</th>
<th>Train. time</th>
<th>Accuracy</th>
<th>Avg. rob.</th>
<th>Adversariability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_o$</td>
<td>210,593</td>
<td>2h08m</td>
<td>86.46%</td>
<td>73.47%</td>
<td>0.38</td>
</tr>
<tr>
<td>$C_{DA}$</td>
<td>2,526,281</td>
<td>14h54m</td>
<td>86.57%</td>
<td>94.81%</td>
<td>0.64</td>
</tr>
<tr>
<td>$C_{LDA}$</td>
<td>2,316,523</td>
<td>13h39m</td>
<td>86.64%</td>
<td>97.29%</td>
<td>0.39</td>
</tr>
<tr>
<td>$C_{SP}$</td>
<td>2,315,688</td>
<td>13h26m</td>
<td>87.10%</td>
<td>80.18%</td>
<td>N/A</td>
</tr>
<tr>
<td>$C_{LNP}$</td>
<td>2,105,930</td>
<td>12h02m</td>
<td>86.51%</td>
<td>81.09%</td>
<td>N/A</td>
</tr>
</tbody>
</table>
cause of the limited computational capacity of mobile devices.

VIII. CONCLUSIONS

In this paper, we have introduced a novel definition of robustness, for a CNN, w.r.t. unforeseen (but plausible) input modifications. The definition has proven to be simple to be computed and effective to evaluate the behaviour of a CNN with respect to input image alterations. It appears to be applicable in any field and not only in medical image classification. We have also introduced the definition of adversarial-variability, i.e. the vulnerability of a binary classifier w.r.t. adversarial examples. Moreover, we have analyzed different methods to improve the robustness of a network, showing that the best solution is to adopt the limited-data-augmentation (LDA) technique.

In the experiments, we have observed that, for some alterations, it is easier to improve the robustness for large alteration values rather than for small ones; as future work, we want to try different methods to improve the performance of a CNN also for small values of alteration.

REFERENCES


