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Exercise E1

Consider the following waiting conditions:

Node A: Ep, — t. t; = t,, 1, = Ep
Node B: B4 — to, ty = 4.ty = B
Node C: Eg — t,, t, — ts. t3 = Ep
Node D: E, — tg3,t3 = 1.1 = E4

Indicate whether there is a deadlock.



Exercise E.2

Consider the following waiting conditions:

« Node 1: By —t, t1 =ty By =15, tog —1s, 13 = By, Ey — 1,
ty — tq

« Node 2: B, = t5,t5 = 1,1 = tg. tg — E5, By — to, t — 1,
tg =ty 1y — B, 0 = B

- Node 3: £, = 14, tg = tg, tg = 1o, 8o = By, t- = E,

Indicate whether there is a distributed deadlock.



Exercise E.3

Suppose we have 3 nodes a, 8, and v, 6 transactions ¢,...t;, and 6
resources A...F. A, B, and C are on node «J, D is on node 3, and
E and F' are on node ~. Consider the following schedule
r1(E)ro(D)r3(A)ra(Clwy (B)ry(B)wy(A)rs(E)
r5(D)wy (C)ws (F)re(D)ws(E)wg (D)



Assume each transactions begins on the node hosting the fir-
st used resource. Build the waiting conditions and simulate the
Obermarck algorithm.



