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SUMMARY

Connection availability is considered as a critical metric when providing differentiated services in Wavelength-
Division Multiplexing mesh networks. Indeed, one of the major concerns of optical network operators is related to
improving the availability of services provided to their highest-class clients. Achieving this objective is possible
through managing faults using the different classical protection schemes, namely the so-called dedicated and shared
protection schemes. However, the majority of the work concerning protection schemes has considered the primary
connections as equally important when contending for the use of the backup resources. As a main contribution 
in this paper, we therefore propose an improvement of the existing protection schemes through the introduction 
of relative priorities among the different primary connections contending for the access to the protection path. 
To evaluate numerically the benefits of the service differentiation feature introduced in our proposal, we first 
develop a mathematical model, based on which we derive explicit expressions for the average connection availabil-
ities that result from both the classical protection schemes and the proposed priority-aware one. Through this 
model, we show how the availability of the highest-class clients is improved when deploying the proposed prior-
ity-aware protection scheme. Finally, with the same objective in mind, we develop a simulation study, where a given
set of connection demands with predefined availability requirements is provisioned using different protection strate-
gies. Through this study, we show that the priority-aware protection strategy satisfies service-availability require-
ments in a cost-effective manner compared with the classical protection schemes. Copyright © 2006 John Wiley &
Sons, Ltd.

1. INTRODUCTION

The revolutionary Wavelength-Division Multiplexing (WDM) technology increases the transmission
capacity of fiber links by several orders of magnitude. In wavelength-routed WDM networks, an optical
cross-connect (OXC) can switch the optical signal on a WDM channel from an input port to an output
port; thus a connection (lightpath) may be established from a source node to a destination node follow-
ing a path that may span multiple fiber links [1,2]. As WDM continues to evolve, fibers are witnessing a
huge increase regarding their carriage capacity, which has already reached the order of terabits per
second. Therefore, the failure of a network component (e.g., a fiber link, an optical cross-connect, an
amplifier, a transceiver, etc.) can weigh heavily on optical carrier operators due to the consequent huge
loss in data and revenue. To obtain an estimate of the different optical components’ failure characteris-
tics, Table 1 presents the mean failure rates and failure repair times of various optical network compo-
nents according to Bellcore (now Telecordia) [1], where Failure-In-Time (FIT) denotes the average number
of failures in 10 [9] hours, Tx denotes optical transmitters, Rx denotes optical receivers, and MTTR stands
for mean time to repair.
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Two main conclusions may be drawn based on these statistics:

• The frequency of failure occurrence in optical networks is not negligible.
• Cable cut is the dominant failure scenario compared to Tx and Rx failures, for lengths in the order

of hundreds of kilometers, normally found in backbone optical networks.

With the frequent occurrence of fiber cuts and the tremendous loss that a failure may cause, fault man-
agement, together with its impact on network design, becomes a critical concern for operators who strive
to keep up with the competition for broadband traffic transport. Moreover, as WDM networks migrate
from ring to mesh topology, planning a survivable WDM mesh network has been the subject of exten-
sive studies [3–5], leading to the definition of various resilience approaches. Mainly, there are two types
of fault recovery mechanisms: protection [6] and restoration schemes [7]. In this paper we focus our study
on protection schemes, dealing mainly with the impact these schemes have on customer-perceived service
quality, which is an emerging topic and of special interest today. We believe that protection, a proactive
procedure, is a key strategy to ensure fiber network survivability. To the best of our knowledge, what is
still lacking in the existing literature is a systematic methodology to efficiently select a cost-effective pro-
tection scheme for each connection, while satisfying its quality of service (QoS) requirements. Usually,
by means of service contracts called Service-Level Agreements (SLA), a client subscribes to optical
network services from the optical operator with a certain guaranteed QoS level. Within the SLA, Service
Level Specifications (SLS) [8] quantify the QoS provided to the customer. A certain number of SLSs indi-
cate the reliability constraints needed by the subscribed service. The rationale behind this is as follows.
The reliability requirements of the different subscribed services can be very different according to their
diverse characteristics; for example, online trading, military applications, and banking services will
require stringent reliability, while IP best-effort packet delivery service may be satisfied without a special
constraint on reliability. Reliability parameters presented in the literature include mainly service avail-
ability and restoration time. Our interest will be directed to service availability since the problem of how
connection availability is affected by network failures is currently attracting more research interest.

As a first main contribution in this paper, we propose an extension for the so-called shared protection
scheme contributing to the design of a new quality of service-aware protection schemes. To date, the
majority of the work concerning shared protection has considered the primary connections as equally
important when contending for the use of the backup resources. As a result, when several connections
fail successively, the first failed connection is recovered by the backup resources, regardless of the QoS
requirements of the remaining failed connections. Hence, these latter connections are penalized and
remain in an unprotected state until either their primary paths are repaired or until backup resources are
released. From a service perspective, this scheme does not provide an optimal solution as it does not take
into account the different QoS requirements (e.g., availabilities) of the primary connections during the
recovery procedure.

To cope with such limitation, we envision through our proposal introducing a relative priority among
the primary connections sharing backup resources. So, revisiting the previous scenario, if a low-priority
connection fails first, its recovery would be possible. However, once a high-priority connection fails, it 
will use the backup resources, resulting in the preemption of the previously recovered lower-priority 
connection. In order to gauge the benefits of our proposal, the impact of such an approach on the customer-
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Metric Telecordia Statistics

Equipment MTTR 2h
Cable-cut MTTR 12h
Cable-cut rate 501142 FIT/1000 sheath miles
Tx failure rate 10867 FIT
Rx failure rate 4311 FIT

Table 1. Failure rates and repair times (Telecordia)1



perceived service availability needs to be studied and compared with classical protection approaches.
Moreover, to assess the efficiency of the proposed scheme in comparison to the classical protection schemes,
we need to evaluate the cost in terms of resources (e.g., number of wavelengths needed) induced from the
deployment of both the priority-aware scheme and the classical schemes in a real network. Therefore, we
first present a mathematical model for both the classical shared-protection schemes and the proposed 
priority-aware scheme. We derive explicit analytic expressions for the average availability resulting from
the deployment of such schemes. By solving these models we then evaluate numerically the benefits of the
service differentiation feature introduced in our scheme. Finally, we exhibit the cost-effectiveness of our
proposed approach regarding resource consumption (i.e., wavelengths) in a sample optical network topol-
ogy using a simulation study. In this regard, a given set of randomly generated connection demands with
predefined availability requirements are routed in the network using several provisioning schemes (i.e.,
using unprotected, dedicated, shared, and priority-aware shared protection schemes). The performances
of these provisioning schemes are compared in terms of resources needed in the network, and in terms of
the connections availability satisfaction rate. Our results show that the proposed protection approach
achieves a high satisfaction rate while greatly economizing resource usage.

The paper is structured as follows: in the next section we propose and describe the priority-
aware shared protection scheme; in the third section we introduce a mathematical model to evaluate the
impact of the protection schemes analyzed in this paper on the connection availability; in the fourth
section we present numerical results based on the mathematical study to evaluate the benefits of 
the service differentiation feature introduced in our scheme. In the fifth section the simulation study is
developed with the corresponding results. The final section concludes this paper and proposes future
issues.

2. PRIORITY-AWARE SHARED-PROTECTION SCHEME

This section introduces the proposed protection scheme that extends the existing shared-protection
schemes through the introduction of relative priorities among different primary connections contending
for the backup paths.

Let us consider N working paths (wi, i = 1, . . . , N) with the same source and destination sharing M
backup paths (bi, i = 1, . . . , M); i.e., an M:N protections scheme, as depicted in Figure 1. Both working
paths and backup paths can be in failure. When a failure occurs, the repair process is started.

In the classical shared-protection scheme, when several subsequent failures occur in the network, all
connections are considered of equal importance when contending for backup resources. As such, the first
failed connection gains access to the backup path.

On the other hand, in our proposed scheme these connections are divided into K sets of reliability

classes, C1, . . . , CK, with Ni connections belonging to class Ci for i = 1 to K, and Connections

belonging to class C1 have the highest priority, while those belonging to CK have the lowest priority.

N Nii

K =
=∑ 1

.
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When the working path of a connection t belonging to class Ci breaks down, the first available backup
path, if any, is assigned to protect connection t and restoration is ensured by switching t to the backup
path. Meanwhile, repair actions are performed on the primary path to restore it to be as good as new.
Once repairing the primary path is achieved, the restored connection is switched back to its primary path.

On the contrary, if at the moment t fails all the backup paths are already occupied protecting other
connections, a check is made to verify the existence of protected connections belonging to classes of lower
priority than t, i.e. to classes comprised between i + 1 and K. If several such connections exist, the one
having the lowest priority is immediately preempted by connection t. The preempted connection thus
becomes unavailable, waiting for a backup path to be freed or for its working path to be repaired.

Finally, if neither of the two above situations is verified, connection t becomes unavailable.

3. THE MATHEMATICAL MODEL

In this section we present a mathematical model for both the classical 1 :N shared protection scheme and
the corresponding priority-aware extension discussed previously. Solving this model, we derive explicit
expressions for the average availability of a connection resulting from deploying the aforementioned pro-
tection strategies. It is important to note that the dedicated protection case can be viewed as a special
case of the shared protection scheme with N = 1. As we are interested in the availability of a connection,
we need to define it first. The availability of a connection is defined as the probability that such connec-
tion is ‘up’ at any given time [9], and can be expressed as the proportion of time the connection is up
during its entire service. If a connection is carried by a single unprotected path, its availability is equal
to the path availability. The availability of a protected connection is determined by both the primary and
the backup paths. In other words, a protected connection t is said to be available when either no failure
affects its primary path or it is recovered by the backup path in case of failure along the primary path. 
Connection t becomes unavailable in the following two cases:

• one failure occurs on the primary path of t and a second failure occurs on its backup path;
• if t shares the backup path with connection t′, then t will be unavailable if both t and t′ fail but the

shared backup path is taken by t′. In the priority-aware scheme, this occurs if t′ has higher priority
than t.

In this study we disregard the impact of the reconfiguration time for switching traffic from primary paths
to backup paths on availability, since this time is negligible (usually on the order of milliseconds) com-
pared to the failure repair time (usually on the order of hours) and to the connection’s holding time
(usually in the order of weeks or months).

3.1 Basic Assumptions

We base our mathematical study on the following classical assumptions [10]:

• a connection has only two states: it is either available or unavailable;
• different network components fail independently leading to repair actions;
• sufficient resources are available to repair simultaneously any number of failed connections, restor-

ing them to be as good as new. This is known in the literature as unlimited repair [10];
• for any component the inter-failure time and the repair time are independent stationary Markovian

processes with known mean values: Mean Time To Failure (MTTF) and Mean Time To Repair
(MTTR), respectively.

A path holding a connection t fails when at least one of the components along the path is defective. The
contribution of cable-cut rate to the overall path failure rate is predominant, compared to that of other
components. Hence, for the sake of simplicity we assume that the failure rate l of a path is equivalent
to that of a single cable-link having the same length as the considered path. As a result, to compute the
failure rate of each path we can multiply its length to the cable cut-rate per length unit (see Table 1).
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3.2 Model Definition and Resolution for the Classical Shared-Protection Scheme

Let us consider N working paths that share the same backup path, i.e. a 1 :N shared-protection scheme.
Let li, i = 1, . . . , N + 1 be the mean failure rate of the ith path and mi be the mean recovery rate of the ith
path; 1/li and 1/mi hence represent the Mean Time To Failure and Mean Time To Repair of the ith path,
respectively. Based on the above assumptions, all the path failures are statistically independent and inter-
failure and repair times are exponentially distributed. To gain insight into the behavior of the system and
according to existing literature [10,11], we will consider a case of special interest in which all the paths
(working as well as backup ones) have identical failure and recovery rates, i.e. li = l and mi = m, ∀i = 1,
. . . , N + 1. Let us define r = l/m. We have here a classical problem of reliability, with 1 redundant unit
for N working units. Here a unit is an optical path. The steady-state availability Ai of a single path i, viz.
the limiting (t → ∞) probability of finding the path successfully operating at time t, can be calculated as
follows:

(1)

where represents the unavailability of path i.
Let F(t) be the number of failed paths at time t. Because of the assumptions, F(t);t ≥ 0 forms a 

continuous and stationary Markov process, with F(0) = 0. Let p(n) be the steady-state probability that 
F(t) = n in stationary regime. The transition diagram is given in Figure 2.

After some classical calculus we can express the steady-state probability p(n) of the Markov chain as
follows [10,12]:

(2)

where Cn
N+1 represents the number of all combinations of n failed paths out of N + 1, and A is given by

equation (1). In other words, the number of failed paths follows a binomial distribution with parameters
N + 1 and Ā.

Note that p(n) represents the proportion of time in which there are n failures in the network. When the
total number of path failures n is greater than or equal to one, we can distinguish two cases:

(1) The backup path is among the failed paths and the remaining n − 1 connections cannot be restored.
(2) All the n failed paths are primary paths and, as such, only one connection is restored by the backup

path while the remaining n − 1 connections are not.

Therefore, under such conditions there will always be exactly n − 1 unavailable connections. For n ≥ 2 at
least one connection will be unavailable, while when the number of failures n is equal to 1 there will be
no unavailable connections. From this classical result, we are now interested in calculating the average
unavailability of a specific connection t among the N shared-protected ones. The average unavailability
of t is the proportion of time such connection is unavailable for all possible numbers of failures n, 
2 ≤ n ≤ N + 1. Let us define Y(n) the event of t being unavailable under state n. The probability of having
our reference connection t unavailable when there are n failed paths is equal to p(n)P(Y(n)). As p(n) 
has already been calculated in equation (2), what remains is to calculate P(Y(n)). To do so, we have to
consider all the events that may lead to the connection t becoming unavailable under state n. These events
are the following:
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• W(n): both the primary path of connection t and the backup path are failed;
• Z(n): connection t’s primary path is failed but the backup path is available.

Building on this information and according to the theorem of total probability, P(Y(n)) can be calculated
as follows:

(3)

where P(Y(n)|W(n)) and P(Y(n)|Z(n)) are, respectively, the conditional probabilities of having our 
reference connection t unavailable, given that events W(n) and Z(n) occurred. P(Y(n)|W(n)) = 1 as the 

backup path in this case is failed and restoration is possible; as only one of the 

n primary paths under failure in this case can be restored.
The probability of the event W(n) is

(4)

where the numerator indicates all possible combinations where the primary path of connection t and the
backup path are among the failures. The denominator indicates all possible combinations of n failed paths
out of N + 1.

The probability of the event Z(n) is

(5)

where the numerator indicates all possible combinations where the primary path of the connection t is
among the failures while the backup is not.

Then, based on the above equations, the probability P(Y(n)) that the observed connection t is unavail-
able under state n is equal to

(6)

It can be seen that this equation is also valid for the case n = 1, for which P(Y(n)) = 0, since in this case
all connections will be available, as stated before. Based on the theorem of total probability, the unavail-
ability of a connection in the case of 1 :N protection is given by the following formula:

(7)

and, substituting the expression (2) for p(n) we obtain

(8)

The average availability for a connection is simply equal to 1 − U(N,l,m).

3.3 Model Definition and Resolution for the Priority-Aware Scheme

Let us consider the priority-aware shared-protection system proposed above, where N connections are
divided into two sets of reliability classes, C1 and C2, with N1 and N2 connections belonging to class C1

and C2, respectively, and N1 + N2 = N. Connections of class C1 have higher priority than connections
belonging to C2. In the following we derive the analytic expressions for the availability for each connec-
tion according to its priority class. We will begin by considering higher-priority connections. First of all,
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the N1 connections having the highest priority can preempt instantaneously all the other connections
belonging to the lower-priority class in the utilization of the backup path. Consequently, the analysis of
the proposed scheme with regard to the high-priority connections is equivalent to the study of a classic
1 :N1 shared-protection scheme. Therefore, we can derive straightforwardly the average unavailability U1

of high-priority class connections based on equation (8) by simply substituting N with N1.

(9)

When a low-priority connection fails, it becomes unavailable if any of the following mutually exclusive
conditions is verified:

(1) The protection path has already failed.
(2) The protection path is up but there is at least one high-priority connection among the failures.
(3) The protection path is up, no high-priority connections are among failures, there is however another

low-priority connection occupying the protection path.

Let Ei be the event of having condition i verified, i = 1,2,3. Therefore, to study the unavailability U2 of a
low-priority connection, we consider the process Q(t) whose general state is a triplet (n1,n2,b), where n1

and n2 indicate, respectively, the number of failed high and low-priority connections at time t, and b is
a flag set to 1 if the backup path is down and to 0 if it is up.

Q(t) is a continuous and stationary Markov process, with a limiting probability for each state given by

(10)

where P(n1), the probability of having n1 failed high-priority connections and P(n2), the probability of
having n2 failed low-priority connections, are respectively equal to

(11)

(12)

and A is given by equation (1). P(b) is the probability of having b backup path failures. In other words,
when b = 0, there is no failure affecting the backup path, whereas if b = 1 the backup path is down. The
expression of P(b) is

(13)

The events (Ei, i = 1,2,3), leading to the unavailability of a low-priority connection, are verified accord-
ing to the values of n1, n2 and b. So, b = 1 leads to E1, meaning that the protection path has failed; on the
other hand, b = 0 and n1 ≥ 1 lead to event E2; finally, b = 0, n1 = 0 and n2 ≥ 2 produce event E3. Under state
(n1,n2,b), a specific low-priority connection t is unavailable when it fails and one of the events E1 − E3 is
produced. Based on this observation, U2 is given by

(14)

where

(15)

and P(E1∪E2∪E3) can be obtained with classical manipulations. It follows that U2 is equal to
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4. NUMERICAL RESULTS

In this section we gauge the benefits of the proposed priority-aware protection scheme through numer-
ical results induced from the previous mathematical study. For the sake of simplicity, we consider a sce-
nario consisting of three primary connections sharing one backup path. We first consider a priority-aware
protection scheme, with one high-priority and two low-priority primary connections. The availability of
each class is calculated for different connections’ lengths based on equations (9) and (14), and is reported
in Figure 3. Then, a classical shared protection scheme is applied to this scenario, and the availability of
a connection is evaluated using equation (8). The corresponding results are reported again in Figure 3
for comparison purposes. It is important to state that the Mean Time to Repair of all the paths is con-
sidered equal to 12 hours (see Table 1).

Based on Figure 3 we can observe that the high-priority connection protected using the priority-aware
scheme is more available than the connections protected by the classical shared scheme. The observed
availability results can be interpreted from a Quality of Service level perspective using the following rea-
soning. According to reference 8 a Platinum client requests an availability of 99.999% (i.e., at most 5
minutes of unavailability per year), whereas a Gold client requires an availability of 99.99% per year.
With regard to this QoS terminology, the high- and low-priority classes can be mapped into Platinum
and Gold QoS levels [8] or to lower QoS classes according to the connection’s length. In fact, as shown
in Figure 3, the availability of the high-priority connection drops below 99.999% when the connection
length exceeds 850km, while in the classical scheme this target availability is never achieved. This proves
that by deploying the proposed scheme Platinum connections provisioning becomes possible in the
network even for long communications which are encountered typically in backbone optical networks.
Moreover, the QoS level of the Gold connections is still maintained.

To further underline the interest behind the proposed approach, we investigate a second scenario where
we consider an invariant length of optical connections (800km). However, the number of primary paths
N sharing the backup path varies from 2 to 10. Following a similar approach as before, we first apply a
priority-aware scheme where only one connection has high priority and the remaining ones have low
priority. Then we consider a classical 1 :N protection scheme. Figure 4 shows the average availability
achieved in the two schemes. In the classical scheme, when the number of sharing primary connections
increases, all such connections are penalized as they become less available. On the other hand, when
using the priority-aware scheme, the high-priority connection is not impacted, maintaining the same
availability level as shown in Figure 4. It is true that low-priority connections are less available than in
the classical case, but the target availability level of Gold class connections is still achieved.
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5. SIMULATION STUDY

It is important to note first that, in our simulation, we relax some of the assumptions already considered
in the mathematical study. In other words, when developing the mathematical model, we considered, for
instance, backup sharing among primary connections having the same failure rates. These assumptions
were made in an attempt to simplify the study, to gain insight into the model, and to concentrate mainly
on the objective of comparing the protection schemes. However, in the simulation study we make no
such assumptions; instead, backup sharing is considered in its most general form. As a result, to compute
the availability of a protected connection a combinatorial approach is used, as will be explained when
the different provisioning schemes are presented.

5.1 Description

For illustration purposes and following the guidelines presented by Zhang et al. [13], in our simulation
we consider the network topology of Figure 5; availability of fibers is a pre-assigned value which can be
99.8%, 99.9%, 99.95%, or 99.995% according to their length. A traffic matrix of connection requests among
all node pairs (i.e., total number of connections = 24 × 23 connections) is randomly generated. The avail-
ability requirements of the connection requests are uniformly distributed between two classes—99.9% or
99.99%—which are referred to as Silver and Gold classes, respectively. The traffic matrix is routed in the
network according to different provisioning schemes which adopt distinct protection strategies. The

FAULT MANAGEMENT APPROACH FOR DWDM OPTICAL NETWORKS

Copyright © 2006 John Wiley & Sons, Ltd. Int. J. Network Mgmt (in press)
DOI: 10.1002/nem

2 3 4 5 6 7 8 9 10

99.995

99.996

99.997

99.998

99.999

100

Total Number of Connections (N)

A
ve

ra
ge

 C
on

ne
ct

io
n 

A
va

ila
bi

lit
y 

(%
)

Classical Scheme
High−Priority Connection
Low−Priority Connections

Figure 4. Average availability for the classical and the priority-aware 1 :N shared-protection scheme,
with 1 high-priority connection and N − 1 low-priority ones

191

1162
15 20

3 7
9 12 16 21

4

5
8

10

13

14

17

18

22

23

24

Figure 5. A sample network topology



availability for each provisioned connection is then calculated and compared to its required availability.
Based on this, the Availability Satisfaction Rate resulting from each provisioning scheme for both Gold
(ASRG) and Silver (ASRS) connections is computed and reported in Table 2. Moreover, in Table 2, the per-
formance of the different provisioning schemes is stipulated in terms of the number of wavelength chan-
nels needed (W), and the total number of wavelength links (WTotal). W denotes the number of wavelength
channels on the most congested fiber. On the other hand, WTotal denotes the total number of consumed
wavelengths in the whole network. We compare the performance of four different provisioning schemes
below.

Scheme I (without protection)
In Scheme I, all connections are routed using a simple Dijkstra algorithm applied to the hop number
without any protection, and without any connection-availability consideration. In this case, a connection
is available only when all the network components along its route are available. In other words, if aj

denotes the availability of a network component j, and Si denotes the set of components used by path i,
the availability of path i, Ai, can be computed as

(17)

Scheme II (dedicated protection)
In Scheme II, all connections are provisioned with dedicated-path protection (i.e., 1 :1 protection). Under
such a condition, a connection t is carried by one primary path p and protected by one backup path b
which is link disjoint with p. As a result, t is up only when p is up, or b is up when p fails. At can thus
be computed as follows:

(18)

Scheme III (classical shared-path protection)
In Scheme III, all connections are provisioned with the classical shared-path protection. Therefore, a con-
nection t is carried by one primary path p and protected by one backup path b which is link disjoint with
p. In this scheme, if ti is a connection whose primary path pi is link disjoint with p, then its backup path
bi can share backup resources with b when possible. Let us denote Sp as the set of all primary paths (except
p) whose backup paths are sharing some resources with b. Sp can be seen as the set of connections sharing
backup resources with t. t will thus be available if

(1) p is available; or
(2) p is unavailable, b is available, and the failure on p occurs before failure to other primary paths 

in Sp.

Therefore, At can be computed as follows:

(19)A A A A
i

pt p p b
i

n

i= + −( ) × ×
+

×
=
∑1

1
10

A A A At p p b= + −( ) ×1

A ai j
j si

=
∈
∏

W. FAWAZ ET AL.

Copyright © 2006 John Wiley & Sons, Ltd. Int. J. Network Mgmt (in press)
DOI: 10.1002/nem

Scheme ASRG ASRS W WTotal

Scheme I 5% 20% 94 3352
Scheme II 100% 100% 180 7961
Scheme III 94% 100% 150 6182
Scheme IV 100% 100% 150 6182

Table 2. Results from four provisioning schemes



where Ap and Ab are the availability of p and b, respectively; n is the size of Sp; and pi is the probability
that exactly i primary paths in Sp are unavailable. pi can be easily calculated by enumerating all the pos-
sible i unavailabilities among the n sharing primary paths. The correctness of the above equation is
already verified in Zhang et al. [13].

Scheme IV (priority-aware shared protection)
In Scheme IV, all connections are provisioned according to the proposed priority-aware shared-path pro-
tection. Unlike Scheme III, the availability of a connection will depend in this scheme on the class of
service of the connection. So, if tG is a Gold connection carried by one primary path pG and protected by
one backup path bG which is link disjoint with pG, then, even if SpG, which is the set of connections sharing
backup resources with tG, will contain primary paths of both Silver and Gold connections, the availabil-
ity of tG will be influenced only by the Gold ones (as already proved in the mathematical section). In
other words, tG will be available if

(1) pG is available; or
(2) pG is unavailable, bG is available, and the failure on pG occurs before failure to other Gold primary

paths in SpG.

Therefore, AtG can be computed as follows:

(20)

where nG is the number of Gold primary paths in SpG, and pGi is the probability that exactly i Gold primary
paths in SpG are unavailable. On the other hand, if tS is a Silver connection whose primary path pS is link
disjoint with the backup path bS, then the availability of tS will be influenced by both the Gold and Silver
connection primary paths present in SpS (as already proved in ‘The Mathematical Model’ section). In other
words, tS will be available if

(1) pS is available; or
(2) pS is unavailable, bS is available, no Gold primary paths in SpS fail, and the failure on pS occurs before

failure to other Silver primary paths in SpS.

Therefore AtS can be computed as follows:

(21)

where nS is the number of Silver primary paths in SpS; pG0 is the probability no Gold primary paths in SpS
are unavailable; and pSi is the probability that exactly i Silver primary paths in SpS are unavailable.

5.2 Numerical Results Analysis

From Table 2, one can observe that Scheme I consumes the least amount of resources compared with the
other schemes. But in Scheme I only 5% of Gold and 20% of Silver connections can meet their required
availabilities. This is because the primary path in Scheme I is calculated according to the minimum
number of hops but it may not be reliable enough. By deploying a dedicated protection as in Scheme II,
the Gold and Silver connection Availability Satisfaction rates (ASRG, ASRS) reach 100%; however, a large
amount of resources is consumed. By providing a classical shared protection scheme as in Scheme III, an
optimization of resource usage is achieved while realizing high ASRs but the Availability Satisfaction
Rate of Gold connections drops below 100%. Finally, when deploying the priority-aware protection
scheme proposed in this paper (Scheme IV), the Availability Satisfaction Rates for both Gold and Silver
connections (ASRG, ASRS) attain 100% while optimizing resource usage.
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6. CONCLUSIONS AND FUTURE ISSUES

In this paper we have proposed an improvement of the existing shared protection schemes through the
introduction of relative priorities among the different primary connections contending for the access to
the protection path. We presented a detailed mathematical model for both the classical shared-protection
schemes and for the proposed priority-aware scheme. We derived explicit analytic expressions for the
average availability resulting from the deployment of such schemes. Through this study, it has been
proven that service differentiation is better achieved through the use of our proposed protection scheme.
Finally, we developed a simulation study where it has been shown that the proposed scheme achieves
high Availability Satisfaction Rates while realizing cost-effectiveness in terms of resource usage in the
network. To conclude, the introduction of the priority-aware protection scheme and of the models studied
in this paper has a generic fundamental significance, beyond the specific context of path protection in
WDM networks. Indeed, they can be applied to general systems. Due to this generality, any further results
that can be derived have a potential significance for other fields.
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