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Abstract

Several dynamic QoS routing techniques have been recently proposed for new IP networks based on label forward-
ing. However, no extensive performance evaluation and comparison is available in the literature.

In this paper, after a short review of the major dynamic QoS routing schemes, we analyze and compare their per-
formance referring to several networks scenarios. In order to set an absolute evaluation of the performance quality we
have obtained the ideal performance of any routing scheme using a novel and flexible mathematical programming
model that assumes the knowledge of arrival times and duration of the connections offered to the network.

This model is based on an extension of the maximum multi-commodity flow problem. Being an integer linear pro-
gramming model, its complexity is quite high and its evaluation is constrained to networks of limited size. To overcome
the computational complexity we have defined an approximate model, based on the multi-class Erlang formula and the
minimum multi-commodity cut problem, that provides an upper bound to the routing scheme performance.

The performance presented in the paper, evaluated by measuring the connection rejection probability, shows that the
schemes considered reach, in several scenarios, the ideal performance, showing that no much gain is left for alternate
new schemes.
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1. Introduction

The current evolution of Internet architecture is
towards service differentiation and Quality of Ser-
vices (QoS) support [1]. In order to offer guaran-
teed end-to-end performance (as bounded delay,
jitter or loss rate), it is necessary to introduce some
sort of resource reservation mechanism and traffic
control. With classical IP routing, however, when
the resources are not available on the shortest
path, the connection request is rejected even if
sufficient resources exist on alternative paths.

With new label based forwarding mechanisms,
such as Multi Protocol Label Switching (MPLS)
[2] and Generalized MPLS (GMPLS) [3,4], per flow
path selection is possible and QoS parameters can
be taken into account by routing algorithms. The
goal of QoS routing schemes is to select a path for
each traffic flow (micro-flows or aggregated-flows
according to routing granularity) that satisfies
quality constraints based on the actual available
resources in the network.

The QoS requirement of a connection can be
given as a set of constraints on links and paths.
For instance, bandwidth constraints require that
each link on the path has sufficient bandwidth to
accommodate the connection.

From the user point of view QoS routing algo-
rithms must satisfy the QoS requirements, while
from the provider point of view they have also to
maximize the resource utilization.

The QoS routing algorithms proposed in the
literature [5–11] can be classified into static or dy-
namic, and online (on demand) or offline (preco-
mputed) [6]. Static algorithms use only network
information that does not change in time, while
dynamic algorithms use the current state of the
network, such as available link capacity. In online
routing algorithms, path requests are considered
one by one, and usually previously routed connec-
tions cannot be rerouted. Offline routing does not
allow new path route computation and it is usually
adopted for permanent connections.

This paper is focused on the performance
evaluation of dynamic online QoS routing algo-
rithms, where the maximum resource utilization
is achieved by minimizing connection rejection
probability of future requests.
First, we review some of the most popular algo-
rithms proposed in the literature, such as the Min-
Hop Algorithm (MHA) [12], the Widest Shortest
Path Algorithm (WSP) [13], the Minimum Interfer-
ence Routing Algorithm (MIRA) [14,15], the Pro-
file-Based Routing algorithm (PBR) [11] and the
Virtual Flow Deviation (VFD) algorithm [16].
We describe in some detail MIRA, PBR and
VFD algorithms. These algorithms take explicitly
into account the topological layout of the ingress
and egress points of the network. The VFD algo-
rithm, recently proposed in [16], considers also
the traffic statistics. More precisely, VFD exploits
the knowledge of the layout of the ingress/egress
nodes of the network, and uses the statistics infor-
mation about the traffic offered to the network in
order to forecast future connections arrivals.

Then, to provide a measure of the quality of the
performance, we present some theoretical bounds
to the performance achievable by any online QoS
routing algorithm by means of two novel and flex-
ible mathematical models.

The first one, Ideal Routing (IR), is an Integer
Linear Programming model and is based on an
extension of the maximum multi-commodity flow
problem [17]. It provides an optimal routing con-
figuration capable of accommodating the traffic
offered to the network. The model minimizes the
number of rejected connections assuming that the
connection arrival times and their durations are
known. Accepted connections are provided a sin-
gle path which is maintained for the whole connec-
tion lifetime (no re-routing is allowed). The IR
model describes an ideal routing scheme that
achieves the minimum connection rejection proba-
bility. However, due to the complexity of its for-
mulation, the solution of this model requires
long computing time and large memory, even with
state of the art optimization tools [18,19]. There-
fore, its applicability is limited to small size net-
work scenarios.

The second model, based on the multi-class Er-
lang formula and on the minimum multi-commod-
ity cut problem [20–22] (Min-Cut model), is an
approximate one and provides a looser lower
bound to the connection rejection probability. It
can be applied to larger and more complex net-
work topologies since its memory occupation and
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Fig. 1. QoS network state.
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computing time are considerably lower than in the
first model.

The numerical results on the performance of the
algorithms considered have been obtained by sim-
ulating a set of relevant network scenarios. The
comparison of these results with the bounds ob-
tained with the IR and Min-Cut models shows that
the VFD algorithm performs quite close to the
ideal algorithm.

The paper is structured as follows: in Section 2
we address the QoS routing problem and we re-
view some existing routing algorithms. In Section
3 we review the Virtual Flow Deviation algorithm,
pointing out its innovating features. In Section 4
we illustrate the IR model, discussing the problem
of setting the objective function parameters, and
the Min-Cut model. In Section 5 we analyze and
discuss the performance of online algorithms un-
der a variety of network scenarios, comparing
their performance to the theoretical bounds calcu-
lated using the mathematical models. Section 6
concludes the paper.
2. Dynamic online QoS routing schemes

In this section, we review some of the most rel-
evant dynamic QoS algorithms proposed in the lit-
erature. In the following we assume that all the
quality parameters requested by incoming connec-
tions can be controlled by defining an equivalent
flow bandwidth as discussed in [23,24]. This
assumption allows us to focus only on bandwidth
constraints.

Let a network be represented by a graph
G(N,A), where the nodes N represent routers and
arcs A represent communication links, as shown
in Fig. 1.

The traffic enters the network at ingress nodes
Si and exits at egress nodes Ti. Each connection re-
quires a path from Si to Ti. The capacity Cij and
the actual flow Fij are associated to each link
(i, j), where Fij is defined as the total amount of
bandwidth allocated to the connections that pass
through link (i, j). The residual bandwidth of link
(i, j) is defined as Rij = Cij � Fij.

A new connection can be routed only over links
with Rij greater or equal to the requested band-
width. Referring to a new connection k with re-
quested bandwidth dk, a link is defined as
feasible if Rij P dk. The feasible network for con-
nection k is the sub-graph of G obtained by remov-
ing all un-feasible links. A connection can be
accepted if at least one path between Si and Ti ex-
ists in the feasible network. The minimum Rij over
a path defines the residual bandwidth of that path.

2.1. Min-hop algorithm

The Min-hop algorithm (MHA) [12] routes a
new connection along the path, between source
and destination, with the minimum number of fea-
sible links.

This scheme, based on the Dijkstra algorithm, is
simple and computationally efficient. However,
being the cost given to each link independent of
the current link load, MHA tends to use the same
paths until saturation is reached before switching
to other paths with less utilized links. This can re-
sult in an unbalanced routing with heavily loaded
bottlenecks.

2.2. Widest shortest path algorithm

The Widest shortest path algorithm (WSP) [13] is
an improvement of the Min-Hop algorithm, as it at-
tempts to balance the network load. In fact, WSP
chooses a feasible path with minimum number of
links and, if there are multiple such paths, the one
with the largest residual bandwidth, thus discourag-
ing the use of already heavily loaded links.

However, WSP still has the same drawbacks as
MHA since the path selection is performed among
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the shortest feasible paths that are used until satu-
ration before switching to longer feasible paths.

2.3. Minimum interference routing algorithm

The Minimum Interference Routing Algorithm
(MIRA) [14,15] explicitly takes into account the
location of the ingress and egress routers. The
key idea of MIRA is to route a new connection
over a path which least interferes with possible
future requests.

More specifically, the connection request be-
tween (Si,Ti) is routed aiming to maximize an
objective function which is either the minimum
maximum-flow (max-flow) of all other ingress/
egress pairs, defined as the maximum amount of
flow that can be transferred from the ingress to
the corresponding egress node [17], or a weighted
sum of max-flows, where weights aST assigned to
each ST pair reflect the ‘‘importance’’ of the flow.

In order to achieve an online routing algorithm,
MIRA keeps an updated list of the critical links,
i.e. the links whose use by the new call reduces
the max-flow between other pairs.

When a new call has to be routed between the
source/destination pair (Si,Ti), MIRA determines
the set LST of the critical links for all the source/
destination pairs (Sj,Tj) with j 5 i. For each link
l, a weight w(l) is defined as wðlÞ ¼

P
ðS;T Þ:l2LST

aST. The new call is then routed on the shortest
path considering the lengths w(l), l 2 A, assigned
to the links.

In spite of its more sophisticated functions,
MIRA still has the following limitations whose ef-
fect will be shown when discussing the numerical
results:

• MIRA discourages the use of critical links based
only on the number of other S–T pairs that could
use them, without verifying if these S–T pairs
actually use these links. Furthermore, it does
not consider the amount of traffic generated by
S–T pairs. As a consequence, MIRA preserves
the use of some links that remain under-utilized,
thus causing a suboptimal use of the network. To
overcome this limitation, it has been proposed to
maximize a weighted sum of the source/destina-
tion max-flows. However, in [14,15] the weights
are chosen offline and do not adapt to changes
in network traffic. Hence this solution does not
provide the flexibility expected in an online rout-
ing scheme.

• MIRA sets link weights almost in a static way.
As a result, the only event that can cause the
redistribution of new weights is the saturation
of some links, similarly to the MHA.

• While choosing a path for a new request,
MIRA does not take into account how this con-
nection will affect the future requests of the
same ingress/egress pair.

2.4. Profile-based routing

The Profile-Based Routing algorithm (PBR)
[11] exploits, like MIRA, the topological informa-
tion about ingress/egress nodes of the network.
Moreover, it takes into account network traffic
statistics by estimating network traffic profiles, ob-
tained by measurements of service-level agree-
ments established with network users, as a
prediction of future traffic distribution.

PBR is based on an offline preprocessing step
that determines the amount of bandwidth allo-
cated to each traffic class on network links. Based
on this allocation PBR performs an admission
control on incoming connections. This feature
considerably reduces the complexity of the compu-
tation performed online upon a new connection re-
quest. However its performance is limited since the
admission control might reject a new call event if a
feasible path in the network actually exists.

In the following the performance of PBR is not
considered since we focus our analysis on pure on-
line routing algorithms that do not reject incoming
connections if a feasible path exists. However, the
mathematical models we propose in this paper can
be easily adapted to evaluate bounds on the per-
formance of the PBR algorithm.
3. Virtual flow deviation

The Virtual Flow Deviation (VFD) is a new
routing algorithm, recently presented by the
authors [16], that aims to overcome the limitations
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of the routing algorithms just reviewed by exploit-
ing all the information available when a route
selection must be taken. This algorithm is de-
scribed in some more details since it is not yet well
known in the research community.

To better describe the current state of the net-
work and to forecast its future state, VFD exploits
the topological information on the location of in-
gress/egress pairs, used by MIRA, as well as the
traffic statistics obtained by measuring the load of-
fered to the network at each source node. This
information plays a key role in choosing the best
route of a new request in order to prevent network
congestion.

To account for the future traffic offered to the
network, VFD routes not only the real call, but
also some virtual calls which represent an estimate
(based on measured traffic statistics) of the connec-
tion requests that are likely to interfere with the
current real call. The number of these virtual calls,
as well as the origin, destination, and the band-
width requested should reflect as closely as possi-
ble the real future conditions of the network.
These parameters can be estimated based on the
past traffic statistics of the various ingress/egress
pairs, as detailed in Section 3.1.

The accuracy of the measured traffic statistics is
an important factor for the performance of the
algorithm, since very inaccurate traffic statistics
can severely affect the performance of VFD. How-
ever, the traffic statistics that are usually obtained
with real-time traffic measurements in IP networks
are sufficiently accurate to provide better perfor-
mance than simply using the topological informa-
tion as performed by MIRA.

All the information on the network topology
and the estimated offered load is used to select a
path which uses at best the network resources
and minimizes the number of rejected calls. Such
a path selection is performed in VFD by the Flow
Deviation method [25,26], which allows to deter-
mine the optimal routing for all connections enter-
ing the network.

3.1. The virtual calls

To implement VFD we have to determine how
many virtual calls should be generated, their
source/destination pairs, and their bandwidth re-
quests. In this process, we can easily measure
and assign to each S–T pair the two following
parameters:

• the average traffic ðkSi;T iÞ offered by the S–T pair
i, defined as the average number of connections
entering the network through the node Si with
destination Ti in the interval Dt;

• the probability distribution of the bandwidth
requested at each S–T pair, estimated as the
ratio between the number nd of calls which have
requested d bandwidth units and the total num-
ber N of calls considered for the estimation.

Note that, for sake of simplicity, we have con-
sidered bandwidth requests that are integer multi-
ples of the bandwidth unit. However, the
algorithm works also with real values bandwidth
requirements.

If the total average load offered to the network,
K, is defined as:

K ¼
X

8 pairs Si�T i

kSi;T i ;

the probability P Si;T i to receive a call between the
node pair (Si,Ti) is given by P Si ;T i ¼ kSi ;T i=K, while
the probability to have a request of d bandwidth
units at the source node i for the destination node
T i; P di , is estimated by P di ¼ nd=N .

The parameters (Si,Ti,di), which completely
determine the virtual calls, are random variables
generated according to the probability density
functions P Si ;T i and P di .

To determine the number Nv of virtual calls to
be generated, two different approaches have been
proposed in [16]. In this paper we consider the ap-
proach that evaluates the number of virtual calls as
Nv = b(Nmax � NA)c, where Nmax is an estimate of
the maximum number of calls that can be routed
in the network, and NA is the number of already
active calls. In our simulation, Nmax is computed
at the beginning by loading the empty network
by randomly generating connections according to
traffic statistics until network is saturated. In real
network operations, Nmax should be recomputed
when traffic statistics change significantly. The vir-
tual calls are routed together with the real call, rep-
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resented by (SR,TR,dR), using the Flow Deviation
method.

3.2. The virtual flow deviation algorithm

The VFD algorithm operation is described in
the flow diagram of Fig. 2.

Upon a new call request, Nv virtual calls are
generated. The real call and the virtual calls are
then offered to the network. The procedure to
route the new traffic operates in two steps.

In the first step an initial feasible flow assign-
ment is obtained. Calls are routed one by one
starting from the real call. A call can be either de-
fined as ACTIVE, if a feasible path has been
found, or NON ACTIVE otherwise. The proce-
dure stops if the real call is declared NON AC-
TIVE, otherwise it is repeated until all calls have
been considered.
N  Virtual Callsv

Network Offered Load
All calls are NON ACTIVE

Real Call

Generation of

New

of ACTIVE calls 

NON ACTIVE
Calls left ? END

END

Yes

Step 1

Step 2

for NON ACTIVE calls

No

Yes

No

ACTIVE calls ?

Find a feasible flow assignment 

Flow assignment optimization

Fig. 2. The virtual flow deviation algorithm.
In step two the routing of all ACTIVE calls is
optimized using the Flow Deviation Method
[25,26].

Then step one is repeated for the NON AC-
TIVE calls. If at least one NON ACTIVE call is
declared ACTIVE, step two is repeated and the
procedure is iterated until either all calls are AC-
TIVE or step one does not define any new call as
ACTIVE.

The feasible flow assignment is obtained in
step one by using the Shortest Path Algorithm
(Dijkstra) applied to the network whose
links weights reflect the actual channel utilization.
More specifically, for each link a weight wij ¼

1
Cij�F ij

, is assigned and updated at each iteration.
A more formal description of VFD is given by

the pseudo-code in Table 1.
According to the above described procedure the

new real call is routed on the optimum path
considering the expected future evolution of the
network traffic load.

3.3. Complexity comparison

Table 2 summarizes the information needed by
the considered algorithms. The Min-Hop (MHA)
Table 1
Pseudo-code specification of Step 1 and Step 2 introduced in
Fig. 2

for (" connection (Sk,Tk,dk,flagk))
flagk = NON ACTIVE

end for
do

for (" connection (Sk,Tk,dk,flagk) = NON ACTIVE)
for (" link lij)

weight assignment:

wij ¼ 1
Cij�F ij

if Fij < Cij

wij =1 if Fij = Cij

end for
execution of Dijkstra shortest Path algorithm:

if ($ a path between Sk and Tk with bandwidth dk)
update Fij and memorize the path

flagk = ACTIVE
end if

end for
for (" connection (Sk,Tk,dk,flagk) = ACTIVE))

execution of the Flow Deviation method

end for
While (in the last iteration at least one flagk has been
set to ACTIVE)



Table 2
Comparison of the information needed by the Min-Hop,
Widest-Shortest Path, MIRA, PBR and VFD algorithms

MHA WSP MIRA PBR VFD

Network topology X X X X X
Residual capacity (Rij) X X X X X
Location of ingress/

egress nodes X X X
Traffic statistics X X
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and the Widest-Shortest Path (WSP) algorithms
use only topological information and residual
bandwidth of network�s links, while VFD, MIRA
and PBR exploit the knowledge of the layout of
the ingress/egress nodes of the network. This qua-
si-static information can be easily collected with
little extra effort [15].

In addition, VFD and PBR use the statistics
information about the traffic offered to the net-
work in order to forecast future connections arriv-
als. This information can be obtained with slightly
higher effort using traffic measurements already
performed in IP networks.
4. Mathematical models

In this section, we introduce two novel mathe-
matical models that provide bounds to the perfor-
mance achievable by any dynamic online routing
algorithm.
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The first model, Ideal Routing (IR), assumes
the exact knowledge of future traffic. The routing
decisions are taken to optimize the operation of
the network loaded with the actual present and fu-
ture traffic. No practical routing scheme can per-
form better. The model is based on an extension
of the maximum multi-commodity problem and
its solution obtained by ILP.

The second model, (Min-Cut), first computes
the maximum multi-commodity flow, that repre-
sents a lower bound to the capacity of the mini-
mum multi-commodity cut (min-cut) of the
network [21,22]. Then, the connection rejection
probability for the given network scenario is ob-
tained by using the multi-class Erlang formula,
assuming that the min-cut capacity of the network
can be fully exploited. The solution of this model
is easier to obtain than IR but provides a looser
lower bound to the rejection probability.

To the best of our knowledge, our ILP model is
the first that takes explicitly into account the arri-
val times and duration of the connections offered
to the network, and that models very closely the
behavior of online QoS routing algorithms. Its for-
mulation is quite flexible and with simple modifica-
tions it can model the behavior of offline routing
algorithms and can take into account connections
rerouting, split flows and link capacity changes.

Concerning the Min-Cut model, the new contri-
bution is to combine the computation of the min-
cut capacity with the use of the multi-class Erlang
formula. This allows to compute a lower bound to
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the connection rejection rate in more complex net-
work topologies where the ILP model is too
cumbersome.

4.1. Ideal routing model

The basic assumption of the IR model is the
knowledge of future traffic offered to the network.
Let K = {1, . . .,Nc} be the set of connections, each
one represented by the triplet (Sk,Tk,dk), that
specify source node, destination node and re-
quested bandwidth. Connection k is further char-
acterized by its arrival time, tk and its duration
sk. Given Nc connections (Fig. 4 shows an example
for Nc = 4), the time interval from the arrival of
the first connection and the last ending time of a
connection is subdivided in a set I of 2Nc � 1 time
intervals. In each time interval, t, the number of
active connections M(t) remains constant. This
number changes by one from interval to interval:
it increases if a new connection arrives, and de-
creases if a connection ends. Let us denote with
B(k) the time interval beginning at the arrival time
of connection k, and with Ik the set of time inter-
vals in which connection k is active. The function
M(t) corresponding to the Nc connections offered
in Fig. 4 is shown in Fig. 5.
1

2

3

4

1 5 6 732 4

Fig. 4. Arrival time and duration of the connections offered to
the network.

1 5 6 732 Time Slots

1

2

3

M(t)

4

Fig. 5. Number M(t) of active connections in each time slot.
Given the function M(t), the optimum routing
must minimize the call rejection probability. This
optimization problem can be formulated as Integer
Linear Programming (ILP) if the following nota-
tions and definitions are adopted.

Let G = (N,A) be the direct graph representing
the network. Let n = jNj and m = jAj be the num-
ber of nodes and arcs, respectively. The capacity
Cij is associated to each arc (i, j).

For each connection k, k 2 K, create two new
nodes SSk and TTk and two new directed arcs,
(SSk,Sk) and (Tk,TTk), of infinite capacity. Let
SN and TN be the sets of the added nodes contain-
ing all SSk and TTk, respectively. Similarly, let
ASN and ATN be the sets of arcs containing all
(SSk,Sk) and (Tk,TTk), respectively.

Finally let G 0 = (N 0,A 0) with N 0 = N [ SN [ T N

and A 0 = A [ ASN [ ATN.
Based on the above definitions and notation, we

establish the ILP formulation of the IR model. To
this purpose, let us define the following decision
variables:

xk
ijt ¼

1 if connection k is routed on arcði; jÞ
in time slot t;

0 otherwise.

8><
>:

for (i, j) 2 A 0, k 2 K and t 2 I. We force
xk

ijt ¼ 0; 8 t 62 Ik.
Since the goal is to minimize the connection

rejection probability, we can equivalently maxi-
mize the number of connections accepted by the
network. The problem can thus be formulated as
follows:

Maximize
X
k2K

bk � xk
SSkSk

BðkÞ; ð1Þ

s.t.
X
k2K

dk � xk
ijt 6 Cij 8ði; jÞ 2 A; t 2 I ;

ð2ÞX
ðj;lÞ2A0

xk
jlt �

X
ði;jÞ2A0

xk
ijt

¼
1 if j 2 SN

0 if j 2 N

�1 if j 2 TN

8><
>: 8k 2 K; j 2 N 0; t 2 I ð3Þ
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xk
ijt ¼ xk

ijBðkÞ 8k 2 K; ði; jÞ 2 A0; t 2 Ik; ð4Þ

xk
ijt 2 f0; 1g 8k 2 K; ði; jÞ 2 A0; t 2 Ik; ð5Þ

The objective function (1) is the weighted sum of
the connections accepted in the network, where
bk represents the benefit associated with connec-
tion k. Different settings of bk are possible, and
they reflect different behaviors of the model as
discussed later.

Constraints (2) ensure that, at each time slot,
the total flow due to all the connections that use
arc (i, j) does not exceed the arc capacity, Cij, for
all (i, j) 2 A.

Constraints (3) represent the flow balance equa-
tions expressed for each node belonging to the ex-
tended graph G 0, in each time slot t 2 T. Note that
these constraints define a path for each connection
between its source and destination nodes.

Constraints (4) impose that the accepted con-
nections cannot be aborted or rerouted for their
entire lifetime.

Finally, requiring that the decision variables in
(5) are binary implies that each connection is
routed on a single path.

The online QoS routing algorithms we are con-
sidering in this paper do not reject a new connec-
tion with (Sk, Tk, dk) if at least one path with a
residual available bandwidth greater than or equal
to the requested bandwidth dk exists.

To account for this feature, the objective func-
tion (1) must be properly set. To this purpose it
is sufficient to set:

bk ¼ 2Nc�k; ð6Þ

having numbered the Nc connections from 1 to Nc

according to their arrival times. With such a set-
ting of bk the benefit to accept connection k is al-
ways greater than the benefit of accepting,
instead, all the connections from k + 1 to Nc,
since:

2Nc�k >
XNc

i¼kþ1

2Nc�i. ð7Þ

This choice of the weights bk allows the mathemat-
ical formulation to model very closely the behavior
of real online routing algorithms. To verify the
accuracy of the model we have considered a simple
scenario where a single link connects a source/des-
tination pair. We have obtained the performance
in the case of channel capacity equal to 20 band-
width units and assuming the bandwidth bk to be
uniformly distributed between 1 and 3 units and
the lifetime sk to be exponentially distributed with
mean 15 s.

In this simple case all the routing algorithms
provide the same performance since only one path
exists between source and destination. The rejec-
tion probability shown in Fig. 3(a) has been com-
puted using the multi-class Erlang Formula. The
bound provided by the IR model completely over-
laps the online routing performance. Note that dif-
ferent choices of bk provide different IR Model
performance. For instance, selecting bk = 1 for
all k we obtain the performance shown in
Fig. 3(b). The large reduction in rejection proba-
bility is expected since the optimization of the
objective function will result in rejecting connec-
tions with high bandwidth requirements and long
lifetime in favor of smaller and shorter ones. The
difference between the bound and the real perfor-
mance increases as the network load increases.

The above stated ILP formulation is quite gen-
eral and by simply modifying the constraints (2)–
(5) allows to solve different problems. In the follow-
ing a few alternative modeling formulations are
outlined.

Removing constraints (4), the network can pos-
sibly change the path of a connection at each time
slot.

If the constraints (5) are relaxed, the problem
formulation is no longer an integer program and
its solutions requires less computing time and
memory occupation. However, in this formulation
each connection can be split over multiple paths.
Such splitting, that requires packet reordering, is
not always tolerated by end user�s applications
that may use transport protocols like TCP.

Finally, it is possible to consider link capacities
that change in time slot by slot. To include this
feature, that allows to take into account link fail-
ures or variations in the available capacity along
a path, it is sufficient to substitute the constant
parameter Cij with a time-varying one, Cijt.

The above model has been implemented using
the AMPL language [19], and solved using the
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CPLEX solver [18]. This problem formulation,
however, involves a large number of decision vari-
ables, mN cð2Nc � 1Þ � 2mN 2

c , since a variable is
associated to each arc (m), to each connection
(Nc) and to each time interval (2Nc � 1). For prac-
tical size network, and for a large number of of-
fered connections the memory occupation
requested by CPLEX can be too large. Fortu-
nately, the number of variables to be considered
can be reduced without loosing optimality in the
solution by observing that not all the 2Nc � 1 time
slots must be considered in the optimization pro-
cess but only those that correspond to local max-
ima of M(t).

In fact, the connection requests in non local
maxima time slots are a subset of those active in
the relevant local maxima. This condition implies
that the corresponding requirements in such time
slots are dominated by those corresponding to
local maxima and therefore have no impact on
the optimum solution.

The reduction in the number of decision vari-
able that has been observed in the several examples
considered has been remarkable. However, in the
worst case, half of the time slots correspond to
local maxima and the number of variables to be
considered is bounded by mN 2

c .

4.2. Min-cut model

In this section, we propose a second mathemat-
ical model that allows to determine a lower bound
to the connection rejection probability. The solu-
tion of this model has computing times and mem-
ory occupation considerably lower than the
previous one. However, in some scenarios, the
bound obtained can be quite lower than the value
provided by IR.

Let us consider a directed graph G = (N,A) de-
fined by a set of nodes, N, and a set of arcs, A each
one characterized by a capacity Cij. A set of
source/destination pairs K = {1, . . .,Ns}, indicated
by Si and Ti, respectively, i 2 K, is also assigned.
Each source Si generates a flow afi, towards desti-
nation Ti, that can be split over multiple paths.
The problem is to find the maximum a, indicated
by a*, such that for all i 2 K the flow quantities
a*fi can be routed to their destinations.
The solution to this problem, obtained via lin-
ear programming techniques, provides the maxi-
mum multi-commodity flow F max ¼

P
i2Ka�fi.

Note that Fmax represents a lower bound to the
capacity of the minimum multi-commodity cut of
the network, as discussed in [21,22].

Once Fmax has been obtained, the connection
rejection probability for the given network sce-
nario is obtained by using the multi-class Erlang
formula with Fmax servers [20] that is briefly re-
viewed in the following.

Let us consider N different traffic classes offered
to a network system with C servers. The connec-
tions belonging to the class i request di bandwidth
units. The connections arrival process is a Poisson
process with average ki, while the connections
duration is distributed according to a generic dis-
tribution fHiðhiÞ. Let K ¼

PN
i¼1ki be the total load

offered to the network.
An appropriate state description of this system

is n = (n1, . . .,nN), where ni, i = 1, . . .,N is the num-
ber of connections belonging to the class i that oc-
cupy the servers. The set of all the possible states X
is expressed as X = {njX 6 C}, where X, the total
occupation of all the servers, is given by
X ¼

PN
i¼1nidi.

If we indicate with Ai = ki E[Hi] the traffic of-
fered to the network by each class, the steady state
probability of each state is simply given by the
multi-class Erlang formula:

pðnÞ ¼ 1

G

YN
i¼1

Ani
i

ni!
; ð8Þ

where G is the normalization constant that ensures
that the p(n) sum to 1 and it has therefore the
following expression:

G ¼
X
n2X

pðnÞ ¼
X
n2X

YN
i¼1

Ani
i

ni!

 !
. ð9Þ

Using the steady state probability calculated
with equation (8) we can derive the loss probability
of the generic class i, Pi, as follows:

Pi ¼
X
n2Bi

pðnÞ; ð10Þ

where Bi is the set of the blocking states for the
class i, defined as Bi = {njC � di < X 6 C}. The
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pair S1–T1.
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overall connection rejection probability, prej, is
then given by:

prej ¼
XN

i¼1

AiPiPN
i¼1 Ai

. ð11Þ

If we substitute C with the maximum multi-
commodity flow value Fmax in all the above expres-
sions, we can compute the connection rejection
probability using equation (11).

In network topologies with high link capacities,
Fmax can assume high values, and the enumeration
of all the allowed states becomes computationally
infeasible, since the cardinality of X is of the order
of F N

max [27]. In these network scenarios, Eqs. (8)–
(11) are computationally too complex so we pro-
pose to apply the algorithm described in [27,28]
that computes recursively the blocking probability
based on the peculiar properties of the normaliza-
tion constant G. For network topologies with very
high link capacities we implemented the inversion
algorithm proposed in [29] to compute the block-
ing probabilities for each class.
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Fig. 7. Connection rejection probability versus the average
total load offered to the network of Fig. 6.
5. Numerical results

In this section, we compare the performance,
measured by the percentage of rejected calls versus
the average total load offered to the network, of
the Virtual Flow Deviation algorithm, the Min-
Hop Algorithm and MIRA with the bounds pro-
vided by the mathematical models presented in
the previous section referring to different network
scenarios in order to cover a wide range of possible
environments.

The first scenario we consider is illustrated in
Fig. 6. In this network the links are unidirectional
with capacity equal to 120 bandwidth units. In the
following capacities and flows are all given in
bandwidth units. The network traffic, offered
through the source nodes S1, S2 and S3, is unbal-
anced since sources S2 and S3 generate a traffic
four times larger than S1. Each connection re-
quires a bandwidth uniformly distributed between
1 and 3. The lifetime of the connections is assumed
to be exponentially distributed with average equal
to 15 s.
In this simple topology connections S1–T1 and
S3–T3 have one path only, while connections S2–
T2 have two different paths.

The rejection probability versus the offered load
for MIRA, MHA, VFD, IR and Min-Cut models
are shown in Fig. 7. The poor performance of
MIRA is due to its lack of considering any infor-
mation about the load distribution in the network.
In this particular topology, due to critical links
(1, 2), (2, 3) and (8, 9), S2–T2 connections are rou-
ted on the path (5–8–9–6) that contains the mini-
mum number of critical links. MHA, that selects
for connections S2–T2 the path with the minimum
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number of hops, routes the traffic as MIRA and
their performances overlap. Better performance is
achieved by VFD. Since its behavior depends on
the number of virtual connection N 0v used in the
routing phase, we have considered three cases:
N 0v ¼ 0, N 0v ¼ 0:5 � N v and Nv = b(Nmax � NA)c. In
the first case, even if no information on network
traffic statistics is taken into account, the VFD
algorithm achieves much better performance than
previous schemes due to the better traffic balance
provided by the Flow Deviation algorithm. Only
when the offered load reaches very high values
the improvement reduces. The third case corre-
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Fig. 8. Connection rejection probability versus the average total load o
and bandwidth requests always equal to 1; (b) with link capacity equa
capacity equal to 60 and bandwidth requests uniformly distributed b
sponds to the VFD version described in Section
3.2 that takes most advantage from traffic infor-
mation. The best performance has been measured
and the gain over existing algorithms is provided
even at high loads. An intermediate value of N 0v
(case 2) provides, as expected, intermediate perfor-
mance. As far as the performance of the two math-
ematical models, we observe that the approximate
Min-Cut model curve overlaps that of the IR
model. Note that VFD performs very close to
the theoretical bounds in this scenario.

In the same network scenario we have verified
that the VFD algorithm practically reaches the
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bound provided by the IR model when exact
future connections requests are known.

To investigate the impact of connection lifetime
distribution, we have considered a Pareto distribu-
tion with the same average as the previous expo-
nential distribution and several shape parameters
(a = 1.9, 1.95,2.1,3). The performance observed
in all cases are within 1% of those shown in Fig. 7.

To test the sensitivity of the performance to the
network capacity, we have considered, for the net-
work in Fig. 6, different parameters. The results,
shown in Fig. 8, are very similar to those of
Fig. 7. It is worthwhile to observe that in all the
different scenarios considered the approximate
model provides results very close to IR. This vali-
dates the approximate model that can be easily
evaluated even in more complex networks.

The second network considered is shown in
Fig. 9 where an equal traffic is offered at S1 and
S2. All links have the same capacity equal to 120
and are bidirectional.

Also in this scenario VFD outperforms MIRA
and MHA, as shown in Fig. 10. MHA is the worst
due to its poor choice of the paths that are used
until saturation before switching to other paths
with less utilized links.

MIRA shows a performance that worsens as
the offered load increases. In fact due to the critical
links identified, (0,1), (0,2), (0, 3), (1, 4), (2,4),
(3,4) for connections S2–T2 and (1,0), (1, 2),
(1,4), (0, 3), (2,3), (4, 3) for connections S1–T1,
the path (1–2–3) is the only one available for con-
nections S1–T1 and the path (0, 2,4) the only one
for connections S2–T2.
1
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30

1

1

S

S 2 T
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Fig. 9. Network topology with a large number of critical links.

and source/destination pairs.
Due to computational complexity only the per-
formance of the Min-Cut model is shown in
Fig. 10.

A more realistic scenario that was first proposed
in [14,15] is shown in Fig. 11. The links marked by
heavy solid lines have a capacity of 480 while the
others have a capacity equal to 120, in order to
replicate the ratio between OC-48 and OC-12
links. The performance for the case of balanced
offered traffic, considered in [14], are shown in
Fig. 12.
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VFD and MIRA achieve almost the same per-
formance and are much better than MHA. VFD
presents a slight advantage at low load since it starts
rejecting connections at an offered load 10% higher
than MIRA. We have measured that a rejection
probability of 10�4 is reached at an offered load of
420 connections/s by MIRA as opposed to 450 con-
nections/s for VFD. Also in this case the IR model
is computationally too demanding. Therefore, we
applied the Min-Cut model with the inversion algo-
rithm proposed in [29], as the maximum multi-com-
modity flow is equal to 1200 bandwidth units.
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Fig. 13. Connection rejection probability versus the average
total load offered to the network of Fig. 11, where the traffic
between S1–T1 is four times higher than the traffic produced by
the other pairs.
If we consider on the same topology an unbal-
anced load where for instance traffic S1–T1 is four
times the traffic of the other sources, the improve-
ment in the performance obtained by VFD is
remarkable. The results shown in Fig. 13 confirm
that unbalanced situations are more demanding
on network resources and the rejection probability
for the same given offered load is much higher. In
these more critical network operating conditions
VFD still well approaches the lower bound pro-
vided by the Min-Cut model.
6. Conclusions

We have discussed and analyzed the perfor-
mance of online QoS routing algorithms for band-
width guaranteed connections in MPLS and label
switched networks.

To provide a theoretical bound on the perfor-
mance achievable by dynamic online QoS routing
algorithms we have proposed two novel mathe-
matical models. The first is an Integer Linear Pro-
gramming model that extends the well known
maximum multi-commodity flow problem to in-
clude connections arrival-times and durations,
while the second, which has a much lower com-
plexity, is based on the application of the multi-
class Erlang formula to a link with capacity equal
to the residual capacity of the minimum network
multi-commodity cut.

We have shown that the Virtual Flow Deviation
scheme reduces the blocking probability with re-
spect to previously proposed routing schemes
and approaches the lower bounds provided by
the mathematical models in the considered net-
work scenarios.
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