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A	different	way	of	thinking	about	
networks	
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All	nodes	are	equal	
Peer-to-peer	protocls	
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Protocolli peer-to-peer 

Peer-to-peer are excellent: 
•  They can be easily extended 
•  robust 
•  scalable (think about the Internet!) 

But… 
•  They are quite “expensive” to run 
•  problems are difficult to localize 
•  very very difficult to update and innovate 
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SDN moves network functionalities in a 
Network Operating System 10	
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SDN moves network functionalities in a 
Network Operating System 12	
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Infrastructure	nodes	do	many	things	
OSPF,	BGP,	mul?cast,	differen?ated	services,	
Traffic	Engineering,	NAT,	firewalls,	MPLS,	redundant	layers,	…	

They	should	do	less	things	WELL!	
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Number of published RFCs 
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Protocols implemented in a generic switch 
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upper	layers	
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Abstractions 

Abstractions allow programs 
easier to write and maintain 
 
Data plane abstractions: 
•  the OSI stack 
 
Control plane abstractions? 
They must be developed: 
•  Devices layer 
•  Network services layer 
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Devices Abstraction 

Current	devices	

Router	IP	

Switch	Ethernet	

Firewall	

NAT	box	

L4	switch	

Abstract	device	

Flow	table	

The	Flow	Table	abstracCon	is	independent	of	the	layer	in	which	the	device	
will	operate	
	
A	flow	is	defined	by	a	packet	classificaCon	rule,	based	on	the	header	values	
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Flow table abstraction 
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Astrazione a tabella di flussi 25	

Rule	 AcCon	 Stats	

Rule	 AcCon	 Stats	

Rule	 AcCon	 Stats	

Rule	 AcCon	 Stats	

highest	priority	

lowest	priority	

Ogni	pacche\o	viene	classificato	in	base	a	una	regola	

Default		
Rule	

AcCon:	Send	
to	Controller	 Stats	
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Flow table abstraction 26	

Switch	
Port	

MAC	
src	

MAC	
dst	

Eth	
type	

VLAN	
ID	

IP	
Src	

IP	
Dst	

IP	
Prot	

L4	
sport	

L4	
dport	

Rule	 AcCon	 Stats	

1.  Forward	packet	to	zero	or	more	ports	
2.  Encapsulate	and	forward	to	controller	
3.  Send	to	normal	processing	pipeline	
4.  Modify	Fields	
5.  Any	extensions	you	add!	

Matches	can	be	exact	or	with	a	wildcard	

Packet	+	byte	counters	

VLAN	
pcp	

IP	
ToS	

…	
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One table, many possible behaviors 27	

Name	 Port	 MAC	
Src	

MAC	
Dst	

Eth	
Type	

VLAN	
ID	

IP	Src	 IP	Dst	 IP	Prot	 UDP/
TCP	
Sport	

UDP/
TCP	
Dport	

AcLon	

Switchboard	 p1	 *	 *	 *	 *	 *	 *	 *	 *	 *	 port2	

Port	Mirroring	 p1	 *	 *	 *	 *	 *	 *	 *	 *	 *	 port2,	
port3	

L2	Switching	 *	 *	 00:1f...	 *	 *	 *	 *	 *	 *	 *	 port2	

VLAN	Switching		 *	 *	 00:1f…	 *	 vlan3	 *	 *	 *	 *	 *	 port2	

IP	RouCng	 *	 *	 *	 *	 *	 5.6.7.8/
16	

*	 *	 *	 writeMAC,
port2	

Firewall	 *	 *	 *	 *	 *	 *	 *	 *	 *	 22	 drop	

Flow	Switching	 p3	 00:20...	 00:1f...	 0800	 vlan3	 1.2.3.4	 5.6.7.8	 4	 17264	 80	 port2	
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Controller	

PC	
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Every	packet	
1.2.3.4	5.6.7.8	
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Abstraction of Network Services 

Current	Services	

Topology	discovery	

Path	computaCon	

State	disseminaCon	

Fault	recovery	

Abstract	Services	

Network	Map	

Intent-based	Networking	
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Flow	table	

Network	Map	

L4	
L3	
L2.5	
L2	
L1	

Tables	for	idenLfiers	and	acLons	

Flows	are	
combinaLon	of	

Northbound	
API	

Network	ApplicaLons	
rouLng,	access-control,	mobility,	
traffic-engineering,	guarantees,	
recovery,	bandwidth-on-demand	
…	

	Southbound	
API	

Control	
Plane	

State	CollecLon		
State	DisseminaLon	&		
ApplicaLon	IsolaLon	

Built	for	Performance	
Scale	&	Reliability	

SDN Abstractions 
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Example of network application 
Classic imperative approach 

Objective: establish a connection between Host 1 and Host 2 
 

Host	1	 Host	2	
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Example of network application 
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This approach may fail in several ways 
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Example of network application 
Problems 

This approach may fail in several ways 
Missing rules, refused or cancelled 
•  Continuously control that devices can be reached 
•  Guarantee that a consistent state is reached between two updates 
Topology Modifications 
•  Listen to failure events from all devices and links 
•  Compute new paths and new flows 

Host	1	 Host	2	
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Programming Network Applications 

Each application requires the calculation of routing paths, the installation 
of rules, the updating of state machines 

In the event of failures, we risk inconsistent behavior 
Bugs need to be fixed at various points in the network 
Updating algorithms involving multiple applications is expensive 
Difficult to resolve conflicts between applications 
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Programming Network Applications 
Declarative Programming (intent-based networking) 

Network intentions are a high-level interface that describes which result 
you want to achieve and delegates how to get it to the network 
services layer 

It hides the complexity of the network from applications 
It guarantees the maintenance of the result even in the presence of 

topology changes 
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Intent Example 

Host to Host Intent 
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Intent Example 

Host to Host Intent 
 
 

Intent	Service	API	

submit()	
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Intent Example 

COMPILATION 

Path Intent 
 
 

Path Intent 
 
 

Host to Host Intent 
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Intent Example 

COMPILATION 

INSTALLATION 

Flow Rule Batch 
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SDN in action 
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Google’s B4 Architecture 
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Switch		
hardware	
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Site		
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Gateway	Gateway	
Central	TE	
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Global	
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